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OBJECTIVES

PART 1 - Background

What is a remote PC?

What can users do with a remote PC?

What is a virtual machine?

What does VMware Server 2.x provide?

How does NETLAB+ integrate with VMware Server?

PART 2 — Planning

e What software is needed?
e What hardware is needed?
e How many VMware host servers do | need?

PART 3 — VMware Server Setup

Install Microsoft Windows Server operating system
Create NETLAB+ management account

Configure physical networks

Install VMware Server software

Prepare for virtual networking

PART 4 — Adding Virtual Machines

e How do | add a virtual machine to my VMware Server?
e How do | make a virtual machine accessible to NETLAB+ users?

PART 5 — Connecting Virtual Machines to Real Lab Devices
e Connecting to an External Network
e Creating VLAN interfaces
e Configuring VMnets

PART 6 — Verifying Connectivity and Troubleshooting

e Verifying Connectivity Between Virtual Machines and Lab Gear
e |dentify and resolve the most frequently encountered VMware issues.
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Part1  Background

This section builds a fundamental understanding of how remote PCs, virtualization and
NETLAB+ work together.

Objectives

What is a remote PC?

What can users do with a remote PC?

What is a virtual machine?

What does VMware Server 2.x provide?

How does NETLAB+ integrate with VMware Server?

1.1 What is a Remote PC?

A remote PC is a personal computer or server that can be remotely accessed from
another PC. Remote access allows a user to have full access to the keyboard, video, and
mouse of the remote PC. NETLAB+ provides built-in client software for remote access,
which is loaded automatically via the user’s web browser.

Campys
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1.2 What Can Users Do With a Remote PC?

Users can remotely access the keyboard, video, and mouse of a virtual machine.
NETLAB+ also provides special features such as shared simultaneous access, interfacing
with real lab equipment (routers, switches, and firewalls), remotely powering a PC on or
off, and restoring the PC to a clean state. This offers a wide range of possibilities. Here
are a few scenarios that are being used today.

o Application Service. Provides students with access to real operating systems
and application software, without distributing software or licenses.

e Distance Learning. Provides remote instructor-led training by allowing
simultaneous shared access to remote PCs and remote servers. Several users
can connect to and share the remote PC’s graphical user interface at the same
time. Using NETLAB+, students can observe what the instructor is doing on the
remote PC, and vice-versa.

e Resource Scheduling. Provides controlled, scheduled usage to limited hardware
resources.

e License Management. Limits the number of licensed operating systems or
software applications that can be used at the same time.

e Online General IT Training. Provides on-line access to real operating systems
and real application software. Using NETLAB+, remote PCs can be completely
isolated from production networks, providing a safe environment for instructors
and students to do things that are not typically allowed on production networks.
Students can safely experience administrative privileges in complex computing
environments. You can now provide labs that are not practical for students to
set up at home, or scenarios that would be too difficult to set up by new IT
students.

e Online Lab Delivery. Provides remote delivery of student assignments and lab
work.

e Online Network Training. Provides online delivery of network training. Remote
PCs can be interface with real lab equipment, such as routers, switches, and
firewalls, all of which can be accessed remotely using NETLAB+.

e Online Security Training. Provides online delivery of security training. Using
NETLAB+, remote PCs can be completely isolated from production networks,
providing a safe environment for instructors and students to do things that are
not typically allowed on production networks. This might include configuring PCs
and lab devices using administrator privileges, installing new software, capturing

network traffic, experimenting with firewalls and VPNs, running malicious
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software, and scanning networks. At the end of the lab reservation, NETLAB+
will undo any changes.

1.3 What is a Virtual Machine?

In NETLAB+, a virtual machine is a remote PC or remote server that runs on virtualized
hardware. Although the hardware is virtualized, real operating systems and real
application software can still be used; virtual hardware appears to be real as far as the
software is concerned. In fact, the software running on a virtual machine is allowed to
execute instructions directly on the real CPU. This provides relatively good
performance, comparable to actual hardware in most cases. A special process known as
the hypervisor manages workload among virtual machines to ensure that each
application has time to execute.

The result is that virtualization allows you to host real operating systems and real
application software with fewer hardware resources.

~ ) B

B
g Virtual Machine T 3 Virtual Machine g Virtual Machine

Windows Windows Linux
Applications Applications Applications
(real) (real) (real)

» 1S J11S

"'. Windows

A ‘l Windows ‘ O Linux

.
XP Server 2003 0/s

(real) (real) (real)
\ Shazl, J 1|\ \ J 1|\ \ /

o B - N ~ ~

Virtual Hardware Virtual Hardware Virtual Hardware
Virtualization Software
Host Operating System

Physical Hardware

To implement virtual machines, the NETLAB+ software interfaces with third party
virtualization products that run on separate servers (not on the NETLAB+ server). This
guide is specific to VMware Server 2.x, from VMware Inc.
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NETLAB+ provides remote PC access solutions for both virtual machines and real
standalone PCs. However, due to the rapid progress of virtualization technology and the
numerous benefits it provides, NDG recommends that all new remote PCs be
implemented using virtual machines. New development and support for standalone PC
interfacing is no longer provided by NDG.

1.4 What Does VMware Provide?

VMware provides virtualization server software. The software abstracts computing
resources so that several PCs or servers can run on the same physical server.

Each NETLAB+ remote PC or remote server runs inside of a virtual machine. VMware
provides virtual CPU, virtual memory, virtual disk drives, virtual networking interface
cards, and other virtual hardware for each virtual machine. VMware also provides the
concept of a virtual networking switch. Virtual switches can be connected to real
networks via host network adapters, allowing virtual machines to connect to real
networks.
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15 How Do NETLAB+ and VMware Servers Work Together?

NETLAB+ interfaces with VMware virtualization servers using protocols and application
programming interfaces (API) to incorporate virtual machines (PCs and servers) into the
lab environment, and make them remotely accessible in an easy-to-use, intuitive way. It
also facilities sharing so that multiple users can access the keyboard, video and mouse
of a virtual machine simultaneously.

Training Self Study

aaa €O Ly

-k .

METLAB+ Server

Sharing ‘ Automation ‘ J:Z’:Dte

g Virtual Machine s Virtual Machine g Virtual Machine

Windows Windows Linux
Applications Applications Applications
l\ (real) J] lL (real) (real) J]

;- . . # . . .
.1. Windows # . Linux
Xp Server 2003 0/5
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r y i y

Virtual Hardware Virtual Hardware Virtual Hardware

@ ViMware Server 2.x

Windows 2003 Server
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Here is list of features and benefits provided by NETLAB+, working in conjunction with
VMware virtualization servers.

e The keyboard, video and mouse of each virtual machine can be accessed without
a “backdoor” network or interface on the virtual machine. Access to a virtual
machine is proxied through NETLAB+ and the virtualization host system, similar
to KVM-over-IP hardware solutions.

e No special client software (other than Java) is required on the user’s computer.
NETLAB+ will download its remote PC access application to the client whenever
the user clicks on a PC.

e Multiple users can share access to a virtual machine simultaneously.

e NETLAB+ multiplexes virtual machine traffic using a single IP address and two
TCP ports. It also provides a front-end to the virtual machine environment, so
that virtualization servers and virtual machines do not have to be placed on
production networks. This significantly increases security and eases firewall
administration.

o If the user has a valid lab reservation, NETLAB+ will proxy client access to the
keyboard, video and mouse of the virtual machine. This access is terminated
when the lab reservation completes, ensuring that users of different reservations
do not interfere with each other.

o NETLAB+ supports revert to snapshot. Changes to a virtual machine can be
discarded at the end of a lab reservation, returning the PC to a clean state.

e Users can have administrative privileges on a virtual machine without risk.

e Users may power on, power off, and revert to clean state (scrub) from the
NETLAB+ web interface.

e Users can shutdown and reboot a virtual machine during the lab, without losing
changes.

e Virtual network interfaces on a virtual machine can be tied to real networks in
the lab. NETLAB+ provides the framework to separate lab networks from real
networks in a secure manner.

Virtualization using VMware is performed on separate physical servers, not included
with NETLAB+. You can interface with multiple VMware virtualization servers if
necessary.
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Part 2  Planning

This section discusses the software and hardware requirements for planning a remote
PC deployment using VMware Server 2.x.

Objectives
e What software is required?

e What hardware is required?
e How many VMware host servers do | need?

2.1 What Software Is Required?
NETLAB+ Server 2009.R1 N D G
Sharing Aatomation :z‘::::

n"u"lrtual Machine i‘nl"lrtual Machine B"u"lrtual Machine

Windows Windows Linux
Application Application Application

[real) | [real) 24 [real)
| Windows . Wlnduws 9 Linux
f’i Xp 3ermer2uu _J F} ofs

[real) [real) [real)

l Virtual Hardware i l Virtual Hardware ' ' Virtual Hardware '
i VMware Server 2.0

i

Windows 2003 Server

Refer to the numbered diagram above.

(1)  Your NETLAB+ server must be running version 2009.R1 or later to interface with
VMware Server 2.x.

(2) Each virtualization server requires a copy of Microsoft Windows 2003 Server. In
VMware and NETLAB+ terms, this is called the host operating system. Other
Windows host operating systems are supported by VMware. This guide will
provide guidance for Windows 2003 Server, which is the recommended host
operating system at this time.
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(3)

4)

(5)

2.1.1

Each VMware virtualization server requires a copy of VMware Server, available
from http://www.vmware.com. Other VMware products are supported (see the
table below). All examples and procedures in this guide are specific to VMware
Server 2.x.

Each virtual machine requires a copy of a supported operating system. In
VMware and NETLAB+ terms, this is called a guest operating system. Please
refer to the VMware Server documentation to determine which operating
systems versions are currently supported. NETLAB+ has been tested with
Microsoft Windows and Linux operating systems.

Novell Netware is known to have problems with cursor updates, and is therefore
not supported at this time.

Each virtual machine can run application programs. These are installed on each
virtual machine the same way you install software on a real PC.

Product Licensing

For the purpose of software licenses, each virtual machine and VMware server system is
treated as an independent real PC or server. Please refer to the specific vendor license
agreements (and educational discount programs, if applicable) to determine licensing
requirements for your virtual machine’s software, server software, operating systems,
and application programs.

8/12/2010
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2.1.2 VMware Hosting Product Comparison

The following table compares NETLAB+ support and features for selected VMware
hosting products. This guide is specific to VMware Server 2.x. Should you decide to use
one of the other listed products with NETLAB+, please switch to the respective NETLAB+
guide that is matches the specific VMware product.

Product VMware VMware VMware VMware
Server ESXi ESX GSX
VMware Version 2.x 1.x 3.5U3 3.5U3 3.x
NETLAB+ Support BETA  Supported PLANNED Planned Deprecated (2)
Minimum NETLAB+ Version 2009.R1 4.0.11 2009.R1 TBD 3.7.0
Architecture Hosted Hosted  Hypervisor Hosted
Minimum VMware Version Required 2.0 1.0.3 3.5U3 3.1
VMware Versions Tested by NDG 2.0 1.0.3 3.5U3 3.1
1.0.6 3.2
1.0.7
Host Operating System Required Windows Windows No Windows
Windows Server O/S Versions Tested 2003 2003 n/a 2003
2000 2000
Linux Server O/S Versions Tested n/a (1) n/a (1) n/a n/a (1)
NETLAB+ Feature Support:
e Remote PC Viewer Yes Yes Yes Yes
e Power On / Off Yes Yes Yes Yes
e Revert to Snapshot (scrub) Yes Yes Yes Yes

(1) VMware Server for Linux or VMware GSX for Linux is not currently supported or documented by NDG.
However, you may run Linux as a guest operating system on virtual machines.

(2) VMware GSX has been replaced by VMware Server 1.x and VMware Server 2.x.
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2.1.3 NETLAB+ Support Summary for VMware Server 2.x

NETLAB+ Support Status BETA

Minimum NETLAB+ Version Required NETLAB+ 2009.R1

VMware Server Minimum Version Required VMware Server 2.0

VMware Server Versions Tested VMware Server 2.0 (Build 116503)

Windows Host Operating Systems Tested Windows Server 2003

Linux Host Operating Systems Tested NDG does not currently support Linux as a host
operating system for VMware Server.

Guest Operating Systems Tested (52 Windows XP (x86, 32-bit)

Minimum Number of Virtual Machines 10* * With adequately sized hardware.

(on each VMware server host)

Maximum Number of Virtual Machines 10 ** ** The maximum is determined by

(on each VMware server host) hardware and the number of virtual
switches required. See known issue in
section 2.1.4.1.

Number of Virtual Switches Supported 10 max See known issue in section 2.1.4.1.
NETLAB+ Supported Features Remote PC Viewer

Power On

Power Off

Revert to Snapshot (scrub)

(1) Please refer to the VMware Guest Operating System Installation Guide for specific product support,
installation instructions and known issues.

(2) Older 32-bit processors will only support 32-bit guest operating systems. A 64-bit processor is
required for 64-bit guest operating systems.
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2.1.4 NETLAB+ Known Issues for VMware Server 2.X

In this section, we will discuss several known issues encountered when using VMware
Server 2.x with NETLAB+.

2.1.4.1 10 Virtual Switch Limit

VMware Server 2.x for Windows supports 10 virtual switches per server. This is a hard
limit.

Count the number virtual switches that are required by each pod. This number cannot
exceed 10 per VMware Server. This limit may affect the number of virtual machines
that can be run on one VMware server and the number of servers required. If you are
using one of the standard NETLAB,g pods, section 2.3 of this guide provides the virtual
machine count and virtual switch count for each pod type.

A high-end system capable of hosting 20 or more virtual machines may be wasted if the
virtual switch count limit of 10 effectively limits you to a much smaller number of virtual
machines.

The following table discusses three common scenarios and the possible impact of the 10
virtual switch limit.

Scenario Impact

No Networking. Your virtual machines do not utilize Virtual switches will not be a limiting factor in the

virtual networking or virtual switches. number of hosted virtual machines.

1:1 Ratio. The pod design(s) requires that each The number of possible virtual machines on one
virtual machine have its own dedicated virtual server is exactly 10 (with adequate hardware).
switch.

Shared Virtual Switches. The pod design(s) has If your pod designs (topologies) have virtual
virtual machines that share a virtual switch. machines that share a virtual switch, then 10 or

more virtual machines per server are possible,
provided no more than 10 virtual switches are used
and the hardware can support the total number of
virtual machines on the server.

Workaround. Consider using one of the supported VMware ESX/ESXi products listed in
section 2.1.2. These products support more virtual switches per server, allowing you to
place and run more virtual machines and virtual switches on fewer high-end servers.
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2.1.4.2 Continuous High CPU Utilization Causes Timeouts

Continuous high CPU utilization at or near capacity on all processor cores cause API
connection timeouts. This in turn may cause automated operations performed in
NETLAB+ to fail.

Causes. Running too many active virtual machines on one server, and/or using a server
with inadequate hardware resources.

Workaround #1. Add additional VMware servers and divide the workload.

Workaround #2. Upgrade server CPU and memory. Additional CPU speed, processor
cores and memory are usually helpful. See the hardware discussion in the later section
for additional guidance.

Workaround #3. Consider using one of the supported VMware ESX/ESXi products listed
in section 2.1.2. These products provide more control over CPU resource allocation and
can be configured to dedicate processing cycles to system tasks.

2.1.4.3 NETLAB+ Not Tested With All Guest Operating Systems

VMware provides a Guest Operating System Installation Guide that contains a list of
supported guest operating systems and the known issues for each. Not all operating
systems in this document have been tested with NETLAB+.

We recommend that you thoroughly test each unique guest operating system in the
NETLAB+ environment prior to production deployment. In particular, you should install
the VMware Tools on the guest operating system, and then use the NETLAB+ Remote PC
Viewer to test for proper functioning of the keyboard, mouse, mouse cursor, and screen
updates.

2.1.4.4 NETLAB+ Does Not Support Novell Netware

Novell Netware as a guest operating system is not supported by NETLAB+ at this time.
There are known issues with cursor updates, making remote access unusable.

2.1.4.5 NETLAB+ Does not Support DLink Network Cards

DLink network cards and/or chipsets are not supported. NDG has verified that the DLink
driver has an MTU problem when used with VMware virtual switches. This problem will
break almost all labs.
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2.1.4.6 NETLAB+ Does not Support Broadcom Networking Adapters

We strongly discourage the use of Broadcom networking adapters due to a problem
with the configuration utility and the use of VLANs. We recommend upgrading to an
Intel Networking Adapter for the inside interface (see section 2.1.3).

BACS configuration requires teaming. Certain teaming modes will absolutely not work
since they can result in these undesirable conditions:

e Duplicate IP addresses on control devices.

o Duplicate MAC addresses on virtual machines in the lab.

Generic trunking mode is the only known mode that appears to work. If you already
have Broadcom Adapters and wish to pursue experimental use of them, refer to
Appendix E. Broadcom Adapters may be used for the outside interface (section 3.5).

2.1.4.7 Intel PROSet Device Manager Tabs Not Visible Through Terminal Svcs.

Intel PROSet for Device Manager tabs are not visible through Terminal Services when
viewed through Microsoft Internet Explorer. The tabs are visible when a user is logged
on locally to the Server. Access to the Device Manager tabs is necessary to create
VLANs from Remote Desktop (see section 3.2).

This issue can be resolved by changing the default user account from "interactive user"
to a user with administrative rights (solution for Windows XP and Windows 2003
server):

» On the target system, select Start > Run.

» Type “dcomcenfg” in the text field and click OK. The Component Services Console
Root window will open.

» In the left pane, double-click Component Services -> Computers > My
Computer -> DCOM Config.

» In either pane, Right-click NCS2Prov - Properties. The DCOM configuration
properties window will open.

» Inthe NCS2Prov Properties window, click the Identify tab. Change the user
account to "the launching user".

» Click OK to exit the NCS2Prov Properties window. Close the Component Services
window.

Please refer to this Intel support page for more information.
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215 Upgrading From VMware Server 1.x to 2.x

The management interfaces, APls, and virtual machine settings for VMware Server 2.x
have changed significantly from version 1.x, which has required NDG to develop this
separate guide.

Configuration changes to both NETLAB+ and virtual machine settings are required when

upgrading a virtual machine from 1.x to 2.x. Appendix D documents the necessary
changes.
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2.2 VMware Host Hardware Requirements

At this point, you have decided that VMware Server 2.x is the appropriate product to
host your virtual machines. (If not, please switch to the respective NETLAB+ guide that
is matches the specific VMware product.)

Henceforth, references to “VMware”, “VMware host system” and “VMware server” in
this document refers to a server running VMware Server version 2.x virtualization
software.

Next, we will explore hardware requirements.

Remote PCs are implemented on one or more VMware host systems (separate from the
NETLAB+ server). The following table is a list of recommended hardware for VMware
Server.

Servers that do not meet the minimum requirements listed may work, but may
encounter performance issues and/or lack support for certain guest operating systems.
Please consult the VMware Server User’s Guide for details, particularly if you wish to run
64-bit guest operating systems.

Recommended Minimum / Features Notes
Processor(s) x86-64 compatible (Intel, AMD) Examples that meet minimum:
e 4 or more cores e Intel Xeon E5410
e  2.33Ghz per core (Quad core)*
e Intel Corei7 940
Intel -specific features: e Intel Corei7 920
e Intel 64 (formerly EM64T) 12 e Intel Xeon X3350
e Intel-VT (Vanderpool) e Intel Xeon X3330
e Intel Core 2 Quad Q9650
AMD-specific features: e Intel Core 2 Quad Q9550
e AMD64 revision D or later e Intel Core 2 Quad Q9450
e  AMD-V (virtualization) e Intel Core 2 Quad Q6700

e AMD Phenom Il X4 940

Memory 4 GB (minimum)*** *** 4GB is the maximum supported
by the 32-bit version of Windows
Server 2003/2008 Standard Edition.
The 64-bit version of Windows
Server 2003/2008 Standard Edition
will support up to 32GB of ram.

Disk’ 320GB—-1TB, RAID 1 or RAID 5 See note 3 below concerning RAID.
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Network Interfaces Dual (2) 100/1000 Ethernet with 802.1q Examples in this document are
based on the Intel PROSet
Supported Interfaces: configuration tools.

e Intel server adapter (825XX
chipset) with Advanced Network DLink cards are not supported. (see
Support (ANS) features section 2.1.4.5).

Unsupported:
e All DLink cards (see 2.1.4.5)
e Broadcom adapters/chipsets
(see 2.1.4.6)

Host Operating System Microsoft Windows Server 2003 *** *** The 32-bit version supports a
maximum of 4GB of RAM.

For more than 4GB (up to 32GB),
consider using the 64-bit version.

(1) x86-64 should not be confused with the Intel Itanium (formerly IA-64) architecture, which is not
compatible on the native instruction set level with the x86 or x86-64 architecture.

(2) VMware provides a standalone utility that you can use without VMware Server to
perform the same check and determine whether your CPU is supported for

VMware Server virtual machines with 64-bit guest operating systems. You can
download the 64-bit processor check utility from http://www.vmware.com/download.

(3) VMware ESX/ESXi only supports hardware RAID. If you plan to upgrade from VMware Server to
VMware ESX/ESXi in the future, be sure the RAID controller is supported by ESX/ESXi. Please note that
the “on-board” RAID in many motherboards is actually software RAID (or “fake” RAID), because the actual
RAID functions are performed by device drivers running on the host operating system.

(4)This hardware was used by NDG as the 2009 test platform.
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2.3 How Many VMware Server Host Systems Do | Need?

The number of VMware host systems and memory requirements vary based on the lab
topologies and number of pods you want to implement.

NDG recommends no more than 10 to 12 virtual machines per server with hardware
meeting the requirements in section 2.2. Each virtual machine uses CPU cycles and
memory on the server. VMware Server supports up to 4 virtual machines per CPU core.
The table below shows a hypothetical allocation of processor cores for virtual machines
and other system tasks. You do not actually configure this; the operating system will do
this dynamically based on workload.

CPU Core #1 VM1 VM2 VM3 VM4

CPU Core #2 VM5 VM6 VM7 VM8

CPU Core #3 VM9 VM10 VM11* VM12*

CPU Core #4 Host Operating System, VMware, and API processes

* VM11 and VM12, assuming the virtual switch limitation of 10 was not exceeded by topology
requirements.

& If you have more than one ESXi host server, consider spreading the VMs from each
pod across all of host servers. This will evenly spread the load on critical system
resources for each ESXi host (processing and memory).

Running too many virtual machines may starve the host operating system and/or
VMware Server APIs. This may lead to timeouts and task automation failures in
NETLAB+.

& If a single VMware host is shared among multiple pods and the VMware host does
not meet the requirements from section 2.2, users from one pod may notice a
substantial delay when the reservation begins/ends from another shared pod. When a
reservation begins, NETLAB+ instructs the VMware host server to power on or resume
all Virtual Machines represented in that lab topology. When this occurs, the VMware
host may experience a high CPU load for several minutes. This can result in sub-optimal
and even unresponsive communications for those NETLAB+ users logged in from a
different pod, accessing Virtual Machines hosted by the same VMware server.
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Step-By-Step Guidance

Step 1. Carefully study your lab topologies and determine the number of virtual
switches and virtual machines required by each pod. The requirements for several
NETLABAe pods shown below assume that you are implementing all PCs supported by
the pod.

The following table shows some of the pods that support virtual machines in NETLAB .
For an updated list of NETLABA: topologies, please view the lab topologies page.

Maximum Virtual Switches (VMnet) Maximum Virtual Machines

Basic Router Pod v2 (BRPv2) 3 4
Basic Switch Pod v2 (BSPv2) 3 3
Cuatro Router Pod (CRP) 4 5
Cuatro Switch Pod (CSP) 4 4
LAN Switching Pod (LSP) 3 4
Network Fundamentals Pod 5 required 5 required
(NFP) 2 optional 2 optional
Network Security Pod 2.0 (NSP) 5 7

Step 2. Add up the number of virtual switches and virtual machines used by each pod
you are implementing. For example:

Pod Name Type Virtual Switches Virtual Machines
POD 1 Basic Router Pod Version 2 3 4
POD 2 Basic Router Pod Version 2 3 4
POD 3 Basic Router Pod Version 2 3 4
POD 4 Basic Router Pod Version 1 0 (n/a) 0 (n/a)
POD 5 Basic Switch Pod Version 2 3 3
POD 6 Network Security Pod (2.0) 5 7
Total 17 22
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Step 3. Assign each pod that supports PCs to a VMware host server.

Remember, VMware Server 2.x for Windows supports 10 virtual switches per server on
Windows Server host platforms. This is a hard limit.

In the example from step 2, 17 virtual switches are required. Since you can have up 10
virtual switches per server, you would need at least two VMware host servers for this
implementation. Server 1 could accommodate POD1, POD2, and POD3. Server 2 could
accommodate POD5 and POD6. Note, POD4 does not support PCs and uses no VMware
host resources.

VMware Host #1 — Example

Pod Type Virtual Switches Virtual Machines
POD 1 Basic Router Pod Version 2 3 4
POD 2 Basic Router Pod Version 2 3 4
POD 3 Basic Router Pod Version 2 3 4
Total 9 12
VMware Host #2 - Example
Pod Type Virtual Switches Virtual Machines
POD 5 Basic Switch Pod Version 2 3 3
POD 6 Network Security Pod (2.0) 5 7
Total 8 10
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Step 4. Based on the pod type and curriculum requirements, determine which guest
operating system you will use on each virtual machine. Tabulate the operating system
and memory requirements for the host operating system and virtual machines. You
should allocate the same amount of memory as you would if standing up a real PC. The
following would represent typical choices for VMware Host 1 in the previous example.

VMware Host System #1 - Example

Pod PC Name Operating System Memory (MB)
n/a VMware Host O/S Windows Server 2003 512
POD 1 PCla Windows XP 128
POD 1 PClb Windows XP 128
POD 1 PC2 Windows XP 128
POD 1 PC3 Windows XP 128
POD 2 PCla Windows XP 128
POD 2 PClb Windows XP 128
POD 2 PC2 Windows XP 128
POD 2 PC3 Windows XP 128
POD 3 PCla Windows XP 128
POD 3 PClb Windows XP 128
POD 3 PC2 Windows XP 128
POD 3 PC3 Windows XP 128
Total 2048 (2GB) *

* At least 4GB per server is now recommended to support recent mainstream operating system
requirements with greater memory requirements.

To utilize all available virtual switches on a VMware host system, it is possible to split
virtual switches and machines in a single pod across two different VMware hosts.
However, you should be familiar with the remote PC and virtual switch layout for each
pod before attempting this.

8/12/2010 Page 26 of 159



N DG

NETLAB+ Remote PC Guide for VMware Implementation Using VMware Server 2.x www.netdevgroup.com

Step 5. Translate the requirements from steps 1 through 4 into an itemized list for each
server. The two VMware host systems in the previous examples would require the
following items.

VMware Host System #1 - Example
Quantity Item Role

1 Server server hardware

e Intel Corei7 920 (2.93 GHz X 4 cores)

e 2GB RAM Minimum (4GB recommended)

e 2 x640GB Hard Disks with RAID1 support

e Dual (2) Intel Network Interfaces with 802.1q
VLAN tag support

1 VMware Server for Windows, Version 2.x virtual machine software
1 Windows 2003 Server - Standard Edition host operating system
12 Windows XP (Home or Pro) guest operating systems

VMware Host System #2 - Example
Quantity Item Role

1 Server server hardware

e Intel Corei7 920 (2.93 GHz X 4 cores)

e 2GB RAM Minimum (4GB recommended)

e 2 x 640GB Hard Disks with RAID1 support

e Dual (2) Intel Network Interfaces with 802.1q
VLAN tag support

1 VMware Server for Windows, Version 2.x virtual machine software
1 Windows 2003 Server - Standard Edition host operating system

5 Windows XP (Home or Pro) guest operating systems
3 Windows 2000 Server guest operating systems
2 Linux guest operating systems
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Part3  VMware Host System Setup

This section describes the initial preparation of a VMware host system running VMware
Server 2.x software and Microsoft Windows 2003 Server as the host operating system.
After preparation of each host server is complete, virtual machines can be added (as
guests) and integrated into the overall NETLAB+ system.

Objectives

Install and configure Microsoft Windows Server operating system.
Create a NETLAB+ management account.

Install VLAN drivers and utilities.

Configure and connect networking adapters.

Install VMware Server software.

Prepare system for virtual networking.

All tasks in this section are performed on separate dedicated servers that you provide.
Do not perform any of the tasks in this section on the NETLAB+ server appliance, as this
will delete the NETLAB+ software, requiring you to return it to the factory for re-
installation.

3.1 Install and Configure Microsoft Windows Server Operating System

If your system was not preloaded with the Microsoft Windows Server operating system,
you should do that now. This guide provides examples based on Microsoft Window
Server 2003. Other versions may differ slightly.

Install the operating system on the physical server per Microsoft installation instruction
guides (if not pre-installed).

3.1.1 Install Chipset Drivers

If you installed the operating system, you may need to install the chipset drivers
supplied with the computer and/or motherboard, usually on a CD or DVD. Running

Windows without the proper chipset drivers installed may result in poor performance,
and/or hardware not being recognized.
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3.1.2 Configure RAID

Configure your RAID drivers (if necessary) and create your RAID arrays. Software RAID
solutions (on board “fake” RAID) may require that you configure your RAID arrays prior
to installing Windows Server and/or require a driver disk during the installation. Ignore
this step if your system does not support RAID, or you do not wish to configure RAID.

3.1.3 Disable 1IS (Recommended)

If the Microsoft IIS web server is running, you can disable or uninstall it to free up
memory and other resources. This component is not required.
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3.2 Install Advanced Networking Drivers and Utilities

Virtual LAN (VLAN) support is required if you want to bridge your virtual machines to
real networks and real lab equipment (such as routers, switches, and firewalls). This
section describes the VLAN drivers and management utilities for Intel networking
adapters. You can skip this section if your virtual machines do not need to communicate
with lab equipment and/or external networks on separate VLANSs.

VLAN support for Intel networking adapters is provided by the ANS driver (which may be
different then the driver provided). VLANs are managed using the Intel PROset software
utility. These are packaged together and available for download on the Intel.com
website.

Network Connectivity
Drivers and software for Intel® Gigabit and PRO/000 Network Adapters

Solution:

Top Downloads

Metwork drivers for Windows™ 2000, XF, & Server™ 2003 (32-bit)
Metwork drivers for Windows Vista™ & Server™ 2008 (32-bit)

Intel® PRO/000 and Gigahit Network Adapters
You do not need to download a separate file for each Intel network adapter. Each file includes
drivers for multiple adapters including 10100, gigabit, and 10 Gigabit adapters.

Note: Additional information about using driver downloads is available at Install, extract files
without installing, and using DxSetup utility.

Operating System (05) Download Type File Name

Windows Yista® & Server Oriver, Intel® PROSet, ANS, PROVISTAID EXE

2008 (32-bit) and SHMP
Windows Yista & Server Oriver, Intel PROSet, AMNS, and
2008, x64 SHMP PROWISTAREL EXE

YWindows Server 2008 for

Intel@ ltanium@-hased Oriver, Intel PROSet, AMNS, and

FROWYSOEE4. EXE

SMMP
systems
YWyindows™® 2000, =P, and Oriver, Intel PROSet, AMNS, and
Server 2003 SHMP PROZ2KMP.EXE

Windows Serer® 2003 x54

Windows® X xBd Base, Intel PROZet, AMNS, etc. | PROEMB4T.ERE

YWindows Server 2003 for
Intel® taniumErbased
systems

Oriver, Intel PROSet, AMNS, and

SRME FROWYSEL. EXE

8/12/2010 Page 30 of 159



N DG

NETLAB+ Remote PC Guide for VMware Implementation Using VMware Server 2.x www.netdevgroup.com

For Windows Server 2003 (32-bit), the file name is PRO2KXP.EXE (version 13.5 at the
time of this writing). Download and run the installer. Select the PROSet and ANS
drivers options as shown below.

Intel{R} Network Connections x|

Setup Options

Select the program features wou want installed. ( ! ntE!

Install;

Drrivers
: IntellR) PROSet for Windows* Device Manager

L advanced Metwark, Services
Lo ] Inkel(R) Metwaork Connections SMMP Agent:

— Feature Description

< Back

Cancel |
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3.3 Networking Models
Several types of network communication occur to and from the VMware host system.

e KVM. Provides remote Keyboard/Video/Mouse access to virtual machines, via
the NETLAB+ server.

e APIL. Provides an interface for NETLAB+ to query and control virtual machines
(status, power on, power off, and revert to snapshot).

e Bridging (optional). Allows virtual machines to connect to real lab devices such
as routers, switches, and firewalls. This is accomplished by connecting VMware
virtual machines to virtual switches, then connecting virtual switches to Virtual
LANs (VLAN) behind NETLAB+ control switches. Although not documented in
this guide, physical network adapters (NICs) on the VMware host system may be
directly connected to lab devices as an alternative to VLANS, for special
applications that require direct unobstructed connectivity between a virtual
machine and external lab device.

e Remote Management (optional). System administrators may wish to manage
VMware host servers and virtual machines using Remote Desktop and other
remote management protocols.

NDG has developed three networking models to facilitate this communication.

e Inside Networking with High Security (ISEC)

e Inside Networking with External Management (IMAN)

e Qutside Networking with External Management (OMAN)

Please evaluate the three models and choose the one that best fits your situation.
Other undocumented models are also possible.

NDG recommends:
¢ IMAN for most environments.
e |ISEC for high security environments.

e OMAN for older networking interfaces and drivers that will not support the
inside models; otherwise, do not implement this model.
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Networking
Model

Security

Manage VMware hosts and
virtual machines from
remote consoles

Required number of
Ethernet ports in each
VMware server

Requires 802.1q VLAN
support on inside interface

Requires 802.1q support on
outside interface

Requires native (untagged)
VLAN 1 support on inside
interface

KVM and API traffic flow

Documented in section

ISEC

Excellent

No

Yes

n/a

Yes

Inside network
(control switches)

3.3.1

IMAN

Very Good

Yes

Yes

No

Yes

Inside network
(control switches)

3.3.2

N DG

www.netdevgroup.com

OMAN
Good, with proper

diligence in firewall
configuration

Yes

Yes

No

No

Outside network
(user LAN)

3.3.3

The following three sections describe each model in detail. Choose one of the three
models and perform the network setup tasks outlined in the corresponding section for

each VMware host server.
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3.3.1 VMware Host Connectivity Using ISEC
This section examines the Inside Networking with High Security (ISEC).

ISEC is the most secure of the three models, because all VMware host and virtual
machine communication occurs completely behind the NETLAB+ inside interface. Traffic
is not routed between the outside and inside. Rather, users communicate with virtual
machines using a transparent proxy service running on the NETLAB+ server.

This high level of security comes with sacrifice. Server management and virtual machine
installations must be done at the system console via CD/DVD. If you would like the
ability to manage VMware servers from Remote Desktop and/or load software and files
from the campus LAN or Internet, then skip ahead to the IMAN model (section 3.3.2).

= -

quipment
Pod

KVM & API Traffic

bt DL LD DL LD o 1
inside A= : ', :
1 1 1
(control) . | 8021q | ! 802.1q | !
| VLAN1 | | VLAN1 | |
Inside i 169.254.0.250 I 169.254.0.251 -.,#
== 4#1 _Iﬂ
METLAB+ VMware VMware
Server Server Server
Qutside ‘?‘
1
1
User Traffic |
1
]
Qutside i
(public) !
i
W
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Reasons to Choose ISEC (one or more may apply)
o The highest possible security is required.

e The outside network is not strongly protected by a firewall, and/or is directly
exposed on all ports to campus users.

e The server only supports one Ethernet port.
e Remote management is not required.

e Internet or campus LAN access is not required from the host operating system
console.

ISEC Limitations

e |SEC provides no network connectivity to the campus LAN or Internet for remote
management, software downloads, or virtual machine installation.

e VMware servers must be managed from directly connected consoles.

e Virtual machines must be installed from the host console. Software must be
installed from CD/DVD.

ISEC Requirements

e Each VMware Server requires one Ethernet interface. This interface must
support 802.1g*, with no VLAN tagging on VLAN 1 (this is called the native or
untagged VLAN).

* Technically, 802.1q is not needed if you are not interfacing to external networks and
real lab devices (i.e. a 100% remote-PC-only configuration). To simplify the
documentation and provide consistency, we configure 802.1q in all cases, resulting in a
“VLAN-ready” configuration.
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3.3.2 VMware Host Connectivity Using IMAN

This section documents the Inside Networking model with External Management
(IMAN).

IMAN provides a balance between security and manageability. All virtual machine
traffic (Bridging), KVM, and automation traffic (APIl) remain behind the NETLAB+ inside
interface (i.e. the control switches). The outside interface on each VMware server
provides a path for remote management of the VMware host system and virtual
machines.

== m——————————— e 1

Inside iﬁf : : -

1 1 ]

(control) N | 802.1q | | 802.1q | !

: VLANT | 1 vianNt | |

Inside I 169.254.0.250 i 169.254.0.251 *

== o g9

NETLAB+ VMware VMware

Server Server | Server
s— 111114 s— T | 4

Gutside’? ‘?‘ "?"

i i i

i i i

User Traffic | i i
]

i i i

. 1 L d
Outside I
(public) -i i
]
]

-y

1

1

VMware Server Administration Traffic "if"

A
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Reason to Choose IMAN

e Provides a practical method for managing VMware host systems and virtual
machines, while keeping most NETLAB+ and lab communication safely on a
private network.

IMAN Requirements (all apply)

e Each VMware Server requires two Ethernet interfaces. The inside interface must
support 802.1q with no VLAN tagging on VLAN 1 (this is called the native or
untagged VLAN). The outside interface has no special requirements.

e To provide maximum security, inbound connections to the outside interface on

each VMware server should be limited to the IP addresses of trusted
management workstations.
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3.3.3 VMware Host Connectivity Using OMAN

This section documents the Outside Networking model with External Management
(OMAN). This method can be used if your VMware Server inside interface is not capable
of untagged VLAN frames for VLAN 1. This is usually only an issue with older network
drivers.

-

quipment
Pod Pod

Inside o/
(control) -’
Inside 202.1q 202.1q
== == #1 == #2
NETLAB+ VMware VMware
Server Server Server
QOutside "?‘ A '1"' *‘?\ 4\ J?.
i 1 N
1 i i
User Traffic | i H i H
1 I ]
; R —
| |
DMZ -‘ﬁ E _: : :
| keemmmmmmmmmmmsmmmsde s m e m e 1
. Remote Display & API Traffic v |
atatat o
1 VMware Server Administration Traffic
Port 80 + !
Designated Remote Access Port(s) | |
1
1

Campus LAN
\d

B
' r’;‘ETLﬂ.B"‘
(\ Users

OMAN provides minimal security, unless sufficiently firewalled per the diagram above.
If your network interface drivers support a native/untagged VLAN, you are encouraged
to use the ISEC or IMAN methods.
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Reason to Choose the OMAN

e The network driver for the inside interface on your VMware server is not capable

of removing VLAN tags from VLAN 1, the VLAN used by NETLAB+ for several
functions.

Limitations Imposed

e To provide adequate security using this method, the outside network should be
a DMZ protected by a firewall or router ACLs. Only the ports designated in the
CSS, Connectivity and Firewall Considerations whitepaper should be permitted to
ingress this LAN segment (labeled DMZ in the drawing).

Requirements

e Each VMware Server requires two Ethernet interfaces. The inside interface must
support 802.1q. The outside interface has no special requirements.
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34 Inside Interface Tasks

In this section we will configure the inside interface on the VMware host system. The
tasks in the following sub-sections apply to all networking models (ISEC, IMAN, and
OMAN), unless otherwise noted.

Objectives

Rename the inside interface for easy identification.
Unbind protocols from the inside physical interface.
Understand the role of VLAN 1 and other bridged VLANSs.
Use Intel utilities to enable and manage 802.1q VLANS.
Create VLAN 1 (IMAN, ISEC)

Assign IP address to VLAN 1 (IMAN, ISEC)

Connect the inside interface to the control switch.

Bring up the inside connection.

Verify the link and IP connectivity.

3.4.1 Open Network Connections Window
Navigate to the Network Connections panel:

» Start - Control Panel - right click on Network Connections - Open

Select the detail view:

» View (menu item) = Details

The Network Connections Panel should now look like this:

"_1_\ MNetwork Connections k - 10| x|
File Edit Mjew Favorites Tools  Advanced  Help .',’
[arme | Type | Skakus | Device MName | Phone # ¢

LAM or High-Speed Internet

=4 Local Area Conneckion 2 LAM or High-Speed I...  Connected Inkel(R) PROJ 1000 MT ...
<Lilocal Area Connection | LAM or High-Speed I...  Connected Inkel(R) PROJ 1000 MT ...
Wizard
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3.4.2 Select and Rename Inside Interface

Select an unused physical Ethernet network interface on the VMware host server.
Identify the corresponding LAN adapter in Windows Server.

Rename this interface to “Inside Physical Interface”:

» Right click on the interface and select Rename.
» Change the name to “Inside Physical Interface” and press Enter.

* Network Connections -0l x|

File Edit ‘iew Favorites Tools Advanced  Help .1.’

Mame | Tvpe | Skatus | Device Mare | Phone # ¢

LAM or High-Speed Internet

<L Local Area Conneckion 2 LAMN or High-Speed I... Connecked Inkel(R)Y PROY 1000 MT M, ..
.” Inside Physical Interface| | LAMN or High-Speed I... Connected InkelRY PROJ 1000 MT M, ..

+
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3.4.3 Unbind Protocols from Inside Physical Interface

The Inside Physical Interface is only used as container for VLAN sub-interfaces. Since
protocols will be defined at the sub-interface level, we unbind all protocols (including
TCP/IP) from the container interface.

From the Network Connection window, open the properties window for the Inside
Physical Interface (renamed in previous task):

» Right click on Inside Physical Interface - Properties.

The property window should appear:

4= Inside Physical Interface Properties el |

General I Authentication | Advanced |

Connect uzsing:

S IntellR] PROA000 MT Metwark Con Corfigure... |

Thiz connection uges the following ikems;

L= Client for Microsoft Networks
O E File and Frinter Sharing for Microsoft Metworks

Inztall... | | rirstall I Froperties

Unbind the protocols from the interface by un-checking them. In particular, ensure the
following protocols are unchecked.

UNCHECK Client for Microsoft Networks
UNCHECK File and Printer Sharing for Microsoft Networks
UNCHECK Internet Protocol (TCP/IP)

VMware Bridge Protocol (this item should not be
UNCHECK listed unless VMware Server was installed before
this stepped)

When finished, click OK. This applies the changes. You must do this before continuing
to the next step.
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3.4.4 Understanding VLAN 1 and Bridged VLANSs

The number of physical adapters required is greatly reduced by using VLANSs.

In the ISEC and IMAN models, VLAN 1 is used to transport KVM and API traffic between
NETLAB+ and the VMware host operating system. In the OMAN model, KVM and API
traffic is transported on the outside interface; VLAN 1 is not used.

Bridged VLANs are used to transport network data between virtual machines and real
lab equipment.

The Inside Physical Interface runs 802.1q and acts as container for VLANs. VLAN 1
corresponds to the native (untagged) VLAN on the control switch. In the next step, you
will enable 802.1q and create a VLAN 1 sub-interface (ISEC, IMAN). Later in the
document, you will learn how to bridge virtual machines to real equipment using
bridged VLANs.

4
i
gl ot S I —
———l I____r____
VLAN1 ====m=ebe—— rmm——————————————— m———— rm—————
. I KVM, API I I I
Inside AE’ : : : -
(control) N [ 1 |en I I
I 1| I
VLAN1 | VLAN1 | [N '
169.254.0.254 1 169.254.0.250 ; =) : :
T T

i
NETLAB+
Server
Outside T
VMware
User Traffic Server #1

Qutside q
(public) N
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3.4.5 Creating VLAN 1 using an Intel Networking Adapter

This section applies to ISEC and IMAN. Skip ahead to section 3.4.7 if you are
implementing OMAN.

In this step, we will create a VLAN 1 sub-interface on the Inside Physical Interface
(container interface). The VLAN 1 sub-interface has two unique properties:

e VLAN 1isthe only sub-interface that will be untagged. All other sub-interfaces
(if interfacing to real equipment) will use 802.1q VLAN tagging.

e VLAN 1isthe only sub-interface that binds the TCP/IP protocol. All other inside
sub-interfaces will be bridged using the VMware Bridge Protocol.

Return to the Network Properties window for the Inside Physical Interface. Verify that
the protocols from step 3 are still unbound (unchecked). Next, click the Configure
button.

-4 Inside Physical Interface Properties il |

General I Authentication I Advanced I

Connect uzsing:

B8 Intel(R] PROA000 MT Metwaork Con Configure. . |

Thiz connechion uzes the following ikems;

l E’i Client for Microsoft Metworks

U .E'. File and Printer Sharing for Microsoft Metworks
L] %= IntellR] Advanced Metwork Services Protocal
Elnternet Protocol [TCRAR]

Inztall... | | rinetall I Froperties
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At least two VLANs must exist before VLAN 1 can become untagged. Therefore, we will
create VLAN 3 as a temporary placeholder VLAN prior to creating VLAN 1.

To create the placeholder VLAN:

> Click the VLANSs tab.

YV V V V

Click OK.

"_g. MNetwork Connections
[T 2 /U I =V E R Tt el (R ) PRO/ 1000 MT Nebwo

Marne

LAN or High-Speed Internet

L Local Area Connection 2
L Inside Physical Interface I

Wizard

B Mew Connection Wizard

|

|3 objects

Click the New button.
Enter “3” in the VLAN ID field.
Enter “VLAN3 Placeholder (Bridged)” in the VLAN Name field.

=0 x|

(inter Wirtual LMz

YLAN s agsociated with this ad:
YLAN Mame

Allovwes you to configure i

HOTE: After creati
aszociated with th
of connectivity.

ID Column Display:

Status Column  Indicate
Dizablet

21

I Advanced I Power b anagement I

General Link Speed
Teaming WlANz I Boot Options I Diriver I Resources I

x

YLAN 10:

|3

WLAMN Mame:

I\-"LANE Placeholder (Eridged]

[~ Untagmed WILAN

WLal Name

characters,

Type & lakbel for the YLAMN in the YLAN Hame field. ;I
Thiz field is for identification purposes only.

HOTE: YLAN names are limited to 32

& Notice that the Untagged VLAN checkbox is inaccessible. This is the reason we could
not create VLAN 1 first. This behavior is specific to Intel.
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With a placeholder VLAN in place, we can now create an untagged VLAN 1.

Begin creating another new VLAN using the same procedure:

» For this VLAN, uncheck the Untagged VLAN option.
» Enter “VLAN1 NETLAB Inside (IP Enabled)” in the VLAN Name field.
» Click OK.

x

WLAMN 1D
I[Ll ntagged]

WLAM Mame:
I"»-’L.&N1 METLAE Inside [|P Enabled]

¥ Untagged “YLAMN

WLAR Mame

Type a label for the WYLAM in the YLAH Hame field. ﬂ
This field iz for identification purposes only.

i HOTE: %LAM names are limited to 32
characters.

You should now have two VLANs associated with the inside adapter, as shown below. If
so, click OK to save changes and exit from the Connection Properties window.

Teaming | ¥LANs Boot Options I Driver I Resources I

(inter Virtual LAMs

WLAN s associated with this adapher

VLAMN Mame I Statuz
nzide nable nable
WLAM 3 Placeholder [Bridged) 3 Enabled

& The VLAN ID untagged VLAN reports an ID of 0 on the Intel adapter. This is actually
VLAN 1 on the control switch.
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Return to the Inside Physical Interface properties window and verify that Internet
Protocol (TCP/IP) is still unchecked (if not, uncheck it again). The Intel Advanced
Network Services Protocol may have been automatically checked as a result of VLAN

creation, and this is OK.
i Inside Physkal Interface Properties el |
“*s, Network Connections Biemeng] | Advanced I

File Edit \Miew Fawvaorites :
Connect using:

Marne
Intel[R] PROA000 MT Hebwork Con
LANM or High-Speed Interns = al m

L Local Area Connection 2 Thiz connection uzes the following items:
2\ Inside Physical Interface | - [ Cliert o b I
b Local Area Conneckion 15 O .@ File and Frinter Sharing far Microgoft Metwaorks
<L Local Area Connection 16 S IntellR] Advanced Metwork, Services Protocol
I L1 %= Internet Pratocal [TCPAF) I
Wizard
B Mew Connection Wizard Inztall... | Uninztall | Froperties

As the result of creating VLAN 1 and VLAN 3, you should see two new networking
adapters in the Network Connections window. However, the VLAN names you have
assigned do not automatically transfer to the windows adapters; they must be renamed
manually.

*s Network Connections -0l x|

File Edit Mjew Fawvorites Tools  Advanced  Help ",’

Mame | Tvpe | Skaktus | Device Mame
LAN or High-Speed Internet

=t Local Area Connection 2 LAM or High-Speed I...  Connected InkelR) PRO 1000 MT M...
<L Inside Phwsical Interface LaM or High-3peed I...  Connected Intel(R.) PRCY 1000 MT 1.,
b Local Area Connection 15 LAM or High-Speed I1...  Connected Inkel{R) PRO 1000 MT M...
| ocal Area Conmection 16 LaM or High-Speed 1., Connecked InkelR) PRO 1000 MT M...

Wizard

Inkel(Ry PROY 1000 MT Mebwork Connection - YLAR § YLAM1 NETLAE Inside *F‘
Enabled)

B Mew Connection Wizard

Hover the mouse over each adapter until Windows displays a yellow tool tip for the
interface. Use the tool tip to identify the VLAN.
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Once you have identified the Windows adapters associated with VLAN 1 and VLAN 3,
rename the corresponding Windows’ adapter. ) using the same names you assigned
during VLAN creation.

Network Connections - right click the interface name - Rename

The Network Connections window should now look like this:

'_!. Metwork Connections

File Edit Wiew Favorites Tools Advanced Help

Mame | Type I
LAM or High-Speed Internet

=4 Local Area Conneckion 2 LAM or High-3peed I...

hiInside Physical Interface LaM ar High-Speed 1.,

<L YLANS Placeholder (Bridged) LAM or High-3peed 1.,

<L YLAML METLAE Inside (IP Enabled) LAM or High-Speed I...
Wizard

B Mew Connection Wizard Wizard

& VLAN 1 and VLAN 3 interfaces are logical sub-interfaces of the Inside Physical
Interface. However, this hierarchy is not reflected in the Windows Network
Connections. Windows treats VLAN interfaces as ordinary network adapters.

& VLAN 3 can be deleted after creating other bridged VLANSs for virtual machines. This
will be discussed in later sections.
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Configure VLAN 1 Protocols and TCP/IP Settings

This section applies to ISEC and IMAN. Skip ahead to section 3.4.7 if you are

implementing OMAN.

In this section, we configure the network protocols and TCP/IP settings for VLAN 1:

Return to the Network Connections window.

Right click on the VLAN1 NETLAB Inside interface to invoke the context menu.
Select Properties from the context menu.

Uncheck Client for Microsoft Networks.

Uncheck File and Printer Sharing for Microsoft Networks.

Check Internet Protocol (TCP/IP).

>
>
>
>
>

Your properties for the VLAN interface should now look like this:

- ¥YLAN1 NETLAB Inside (IP Enabled) Prop

General | Authentication I Advanced I

s, Network Connections

Fil=  Edit Tools & Connect using:

I B IntellF) PROA1000 MT Network Con

ohhection uzes the follawing items:

Wiew  Faworites

Marne
LAN or High-Speed Internet

<L WLAMS Placeholder (Bridged)

<L Local Area Connection 2

L WLANL NETLAE Inside (IP Enabled) |
<4 Inside Phywsical Interface

| nternet Protocol [TCRAP]

1]
|InteI(R]| PR 1000 MT Metwaork Connection - 4

Inztall... Wrirzkall Froperties

Drescription
Tranzmizzion Contral Protocol/lnternet Pratocal, The default
wide area network, protocol that provides communication
acrosz diverse interconnected network s,

[ Show icon in notification area when connected
v Matify me when this connection has limited or no connectivity

(] Cancel
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Next, initiate manual IP address and setting assignment for the VLAN 1 interface.

» From the interface Properties window, select Internet Protocol (TCP/IP) by
clicking on the words (not the checkbox). You should now see the Internet
Protocol (TCP/IP) Properties window.

» Click on the radio button choice, Use the following IP address: to assign an IP
address manually.

» Click on the radio button choice, Use the following DNS server addresses: to
assign DNS servers manually.

You are here:

_L_¥LANI NETLAB In I 21
General icati
| Authentication I Advanced Internet Protocol {TCP/IP) Properties ﬂﬂ

Connect using:

I B8 IntellR) PRO/1000 MT Network Con

General |

ou can get IP settings assigned automatically if vour netwark supports
this capability. Otherwise, you need to ask vour network administrator

Thiz connection uses the following iters: For the appropriate IP settings.

O El Client for Microsoft Metworks

O .@ File and Printer Sharing for Microzoft Metwarks " Qbtain an IP address automatically
| 01 3 IntellR] Advanced Network Services Protacal I — (% Lise the Fallawing IP address: I

M %= Intermet Protocol (TCPAP) |

IP address: I |

[pstal... | Urirrstall | I Properties |I Subnet mask: I . . .
- Description Default gateway: I , ) )

Tranzsmigzion Contral Protocol/nternet Protocaol. The default
wide area network. protocol that provides communication
acrozs diverse interconnected netwarks,

" obkain DS server address automatically

I —{% Use the following DNS server addresses: i

I”" Show icon in natification area when connected Preferred DNS server! I

Iv Maotify me when this connection has limited or no connectivity
Alternate DS server: I . . .

[k [Cancel Adwvanced. .. |
oK I Cancel |

Configure the TCP/IP settings for VLAN 1 using the table on the next page.

e Do not use the same IP address on more than one server.
e Do not use 169.254.0.254 (this is assigned to the NETLAB+ server)
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VMware Host Server > VLAN1 NETLAB Inside Interface > TCP/IP Properties

IP Configuration Interface VLAN 1 (untagged VLAN sub-interface)

IP Address 169.254.0.250 1% server
169.254.0.251 2" server
169.254.0.252 3" server
169.254.0.253 4" server
169.254.0.254 NETLAB+ ... DO NOT USE
169.254.0.240 5" server
169.254.0.249 14" server

Subnet Mask 255.255.255.0

Default Gateway None (leave blank)

Preferred DNS Server None (leave blank)

Alternate DNS Server None (leave blank)

You are here:

Internet Protocol (TCP/IP) Properties 2 x|

General |

£~ Obkain an IP address automatically

—ie LI|e the Following IF address:

IF address: I 169 . 254 . 0 .2XX

Subnet mask: | 255 255 255 . 0

Default gakewary: I |

£ Obkain DS server address aubamatically

—i* ke the following DMS server addresses:

Preferred DMNS server: I

alternate DMS server: I

Advanced. .. |
K I Cancel |

Click OK to save your changes.
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3.4.7 Establishing the Inside Connection

In this section, you will establish a connection between the VMware host inside port and
NETLAB+ server.

Objectives

Select a reserved control switch and port.

Configure the control switch port.

Bring up the link.

Verify VMware host system can connect to NETLAB+ using VLAN 1.
Troubleshoot the connection if necessary.

34.7.1 Allocated Reserved Port on Control Switch for Inside Connection

There are several issues to keep in mind when selecting a reserved port. Remember
that reserved ports operate in VLAN 1, so there are no consecutive port requirements.
Typically, when installing control devices, it is desirable to connect NETLAB+, access
servers, switched outlet devices, and all other control switches to Control Switch 1, in a
hub and spoke fashion. Please refer to the Installing the Control Plane section of the
NETLAB+ Installation Guide for detailed discussion of reserved ports and control devices.

For each VMware server you install, the inside connection may be located on any
reserved port that is available on a control switch. In most cases, you may have more
than one control switch and VMware server. If this is the case, you should try to select a
reserved port from the same control switch where the pods associated with the
VMware server reside. In some circumstances, your VMware server may be hosting
several pods. Consequently, the reserved port may be located on a different control
switch, if all links between control switches are also configured as 802.1q trunks and all
VLANSs are allowed. The most important factor would be keeping the pod gear
communication and VMware server communication located on one or two control
switches.

8/12/2010 Page 52 of 159


http://www.netdevgroup.com/doc/NETLAB_Installation_Guide_40.pdf

N DG

NETLAB+ Remote PC Guide for VMware Implementation Using VMware Server 2.x www.netdevgroup.com

3.4.7.2 Configure Reserved Control Switch Port for Inside Connection

One reserved port on the control switch connects to an 802.1q NIC card on the VMware
Server. This allows devices in the pod to communicate with virtual machines. The
reserved port should be configured as an 802.1q trunk port.

Once you have allocated a reserved port on the control switch, connect the VMware
Server inside NIC using a straight through CATS5 cable. Configure the switch port as a

trunk.

Example switch port configuration. Interface number will vary.

interface FastEthernet0/23
description inside connection for VMware Server #1
switchport mode trunk

switchport nonegotiate
no switchport access vlan
no shutdown

The control switch console password is router. The enable secret password is cisco.
These passwords are used by NETLAB+ automation and technical support - please do not
change them.

3.4.7.3 Configure Trunking Between Multiple Control Switches

If the reserved port selected for your VMware server is on a different control switch
than the lab equipment pods it is serving, you must ensure that inter-switch links
between control switches are configured in trunking mode. Some switches models will
automatically form trunks. However, it is recommended that both sides be manually
configured as trunk ports per the configuration commands below.

Example switch port configuration. Interface number will vary.

interface FastEthernet0/24
descriptionTrunk to control switch #2
switchport mode trunk

switchport nonegotiate
no switchport access vlan
no shutdown
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3.4.7.4 Connect Inside Interface and Verify Link

After you have configured the reserved the port as described in the previous section,
verify your cabling between the reserved port and the VMware Server inside NIC.
Check the interface status of the reserved port:

netlab-csl#show interfaces FastEthernet 0/23
FastEthernet0/23 is up, line protocol is up (connected)

3.4.7.5 Verify VLAN 1 Connectivity

This section applies to ISEC and IMAN. Skip ahead to section 3.5 if you are
implementing OMAN

Ping from the server to 169.254.0.254. On the VMware host, open a window for the
Command Prompt and ping the inside IP address of the NETLAB+ server (169.254.0.254).

WINDOWS , system32 . cmd.exe
Microsoft Windows [Uersion 5.2.37981
(C>» Copyright 1985-2083 Microsoft Corp.
C:~Documents and Settings“Administratorping 16%.254_A.254
Pinging 16%.254.8.254 with 32 bhytes of data:

Heply from 169.254_8.254: bytes=32 time<{ims TTL=255
Reply from 169.254.8.254: hytes=32 time<imsz TTL=255
Reply from 169.254.08.254: hytes=32 time<ims TTL=255
Heply from 169.254_.8.254: bytes=32 time<{ims TTL=25L5

Ping statistics for 16%.254.8.254:

Packet=s: Sent = 4, Received = 4, Lost = 8 (Bx loss),
Approximate round trip times in milli—seconds:

Minimum = Bmz, Maximum = Bmz. Average = Bms

C:“Documents and Settings“Administratori_

You may also verify the connection by opening a Web browser and accessing the
NETLAB+ login page by entering the inside IP address.
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EINETLAB Professional Edition - Login - Mozilla Firefox

File Edit ‘iew History  Bookmarks  Tools  Help

6 - C X o | [ |neeiieszstn.ese

|_£| Maost visited " Getting Started & Latest Headlines

Cisco Svstems

L

| NETLAB Academy Edition® I

The web browser should open to the NETLAB+ login page, allowing you to login using
the administrator account.
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3.5 Outside Interface Tasks

In this section, we will configure the outside interface on the VMware host system.

The tasks in the following sub-sections apply only to IMAN and OMAN. ISEC does not
use an outside interface, so please skip ahead to the next section if you are
implementing ISEC.

Objectives
e Rename the outside interface for easy identification.
e Unbind protocols that are not needed.
e Bind the TCP/IP protocol to the outside interface.
e Assign IP address to the outside interface.
e Bring up the outside interface.
e Verify IP connectivity.

3.5.1 Open Network Connections Window

Navigate to the Network Connections panel:

Start - Control Panel - right click on Network Connections - Open
Select the detail view:

View (menu item) - Details

The Network Connections Panel should now look like this:

‘_!. Metwork Connections =10 x|

File Edit Wew Favorites Tools Adwvanced Help .*,"

Marme | Tvpe =
LAM or High-Speed Internet

JLWLANS Placehalder (Bridged) | LAN or High-Speed Inter,
b Local Area Connection 2 LAN or High-Speed Inter,
<L wLAM1 METLAE Inside (IP Enabled) LAM or High-3peed Inker.
=4 Inside Physical Interface LAN or High-Speed Inter,
-
J | o
|5 objecks A
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3.5.2 Select and Rename Outside Interface
Select an unused physical Ethernet network interface on the VMware host server that
will be used for the outside interface. Identify the corresponding LAN adapter in

Windows Server.

& By clicking on the interface, Window will provide additional identifying information in
the status bar.

Rename this interface to “Outside Physical Interface”:

» Right click on the interface and select Rename.
» Change the name to “Outside Physical Interface” and press Enter.

*s Network Connections - 10| x|

File Edit Wiew Favorites Tools Advanced Help .',’

Mame | Twpe =

LAMN or High-Speed Internet

LAM or High-3peed Inker.
Cutside Physical Interface LAM or High-Speed Inter,

WLAM1 METLAB Inside (IP Enabled) LAk or High-Speed Inter,”
=k Inside Physical Interface LAk or High-Speed Inter,
‘ ;I_I
Inkel(F) PROS 1000 MT Mebwork Connection #2 o
3.5.3 Configure Outside Interface Protocols

The Outside Physical Interface only runs TCP/IP, unlike the inside physical interface.
There is no need to configure VLANs or 802.1q support.
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From the Network Connection window, open the properties window for the Outside
Physical Interface (renamed in previous task):

Right click on Outside Physical Interface - Properties.

The property window should appear:

—i Outside Physical Interface Properties 2 x|
* Network Connections %

— [General |.-'l‘-.uthenti|:ati|:|n| .ﬁ.dvancedl
File Edit ‘iew Faworites Too

Mame Connect using:

LAN or High-Speed Internet H@ Intel[R] PRO/1000 MT Metwork Con

< WLAMS3 Placeholder (Bridged) Thiz connection wzes the following tems:
I_}.Outside Physical Inkerface |

b WLAML NETLAE Inside (IP Enabled)
<L Inside Physical Interface

4| |

|Inte||{R]| PRO1000 MT Metwark Connec |

O E’i Cliert for Microsaft Mebworkz
U .@ File and Printer Sharing for Microsoft Metworks

I rinztall Properties |

Install...

Bind the protocols you require for outside management of your VMware server. TCP/IP
should be checked.

Client for Microsoft Networks. Not
AS NEEDED recommended on a dedicated VMware host
system.

File and Printer Sharing for Microsoft Networks.
Not recommended for a VMware hosts system.

AS NEEDED
CHECK Internet Protocol (TCP/IP)

VMware Bridge Protocol (this item should not be
UNCHECK listed unless VMware Server was installed before
this stepped)

When finished, click OK. This applies the changes. You must do this before continuing
to the next step.
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354 Configure Outside Interface TCP/IP Settings

In this section, we configure the network protocols and TCP/IP settings for the outside
interface.

ISEC does not use an outside interface. This section does not apply to ISEC.

Return to the Network Connections window.

Right click on the Outside Physical Interface to invoke the context menu.
Select Properties from the context menu.

Click on Internet Protocol (TCP/IP) to select it.

Click the Properties button.

Gerneral | Authentication I Advanced

Internet Protocol (TCP/IP) Properties 2 x|

General |

VV VYV VYV V

Connect uging:

I B3 IntellR] PROA1000 MT Mebwaork Con Canfigure...

Thiz connection uses the following itens:
¥ou can get IP settings assigned automatically if vour network supparts

O El Client for Microsoft Metworks this capability, Otherwise, you need to ask your network administrator
[ J= File and Frinter Sharing for Microsoft Metwarks For the appropriate IF settings.

[1 %= Intel[R] Advanced Metwork Services Protocal

%= Intermet Pratacal [TCPAR] I " obtain an IP address automatically

— 1lse the Following IP address:

Imstall.. | Uriitstal | ‘ IP address: I

~ Description Subriet mask: I
Tranzmizgion Contral Protocal/lntermet Protocol. The default
wide area network, protocal that provides communication Default gakeway: I

across diverse interconnected networkz,

! Obtain DN server address automatizall
™ Show icon in notification area when connected - g

v Maotify me when this connection has limited or no connectiviy

—{*" Use the Following DMS server addresses:

Preferred DNS server: I

Alkernate DS server: I

] [Eatic

Advanced.., |
Ok I Zancel |

Assign TCP/IP parameters for the outside interface as assigned. This interface is
connected to a local campus LAN, so be sure to obtain a valid unique IP address from
your network administrator.

If you are using the OMAN networking model, a static IP address must be assigned
because NETLAB+ must connect to this server using the IP address. If you are using
IMAN, it is possible to use DHCP, as NETLAB+ does not need to reach the outside
interface of your VMware server.
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After you have assigned an IP address to the Outside Physical Interface, you should

verify connectivity to the NETLAB+ server.

Verifying connectivity is especially recommended if you use OMAN.

The IP address shown here, 10.0.0.27 is an example; your LAN may have a different

address.

nternet Protocol {TCP/IP) Properties

General |

‘fou can get IP setkings assigned automatically if your network supports
this capahbility, Otherwise, you need ko ask your netwark administrakar

fFor the appropriate IP setkings.

" obtain an IF address automatically

—{% 1ze the Following IP address:;

IF address: |1w0.0 .0 .27
Subriet mask: | 255 . 255 255 . 0
Defaulk gateway: I 0.0 .0 .1

= Obtain DS server address autormatically

—{*" Usg the Following DS server addresses:

Preferred DMNS server; I m ., o0 . 0,83

Alkernate DMS server; I m . o0 .0, 14

Advanced. .. |

8/12/2010
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Ping the outside IP address of the NETLAB+ server.

The IP Address shown here is for example purposes only, your IP address will vary.

ommand Prompt

icrosoft Windows [Version 5.2.37781
¢G> Copyright 1985-28083 Microsoft Corp.

~Documents and Settings“Administrator>ping 18.6.6.85
inging 18.8.68.85% with 32 bytes of data:

Reply from 18.8.8.85: bytes=32 time<ims TTL=255
Reply from 18.8.8.85: hytes=32 time<imsz TTL=255%
Reply from 18.8.8.85: bytes=32 time<ims TTL=255
Reply from 18.8.8.85: bhytes=32 time<imsz TTL=255%

ing statistics for 18.8.8.85:

Packets: Sent = 4, Received = 4, Lost = 8 {(Bx loss).
pproximate round trip times in milli—seconds:

Hinimum = Bms,. Maximum = Bms,. Average = Bmns

~Documents and Settings“Administrator>

You may also open a browser and access the NETLAB+ login web page:

-___.NETLAB Academy Edition - Login - Mozilla Firefox

File Edit ‘iew History  Bookmarks  Tools  Help

@ - | O | hetppr0.0.0.85¢

2 Most visited P Getting Started = Latest Headlines

Cisco SysTems

11sc0 NETWORKING
ACADEMY PROGRAM

| NETLAB Academy Edition® I
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3.6 Disable Windows Firewall

The following guidance applies only to ISEC.

Disable the Windows Firewall function as shown so that KVM and API connections can
reach the VMware host server.

- MIC 1 - Inside Physical Interface Properties

Generall Authentication]  Advanced ||

Windows Firewall

Fratect my computer and nebwork by imiting Settings... |
ar preventing access to this computer from =

the Internet

"= Windows Firewall

Exceptions | Advanced

iour PC iz not protected: tumn on Windows Firewall

Windows Firewall helps pratect vour computer by preventing unauthonzed users
from gaining access bo your computer through the [nternet or a network.

Qo

Thiz getting blocks all outzide sources from connecting to this
computer, with the exception of thoze zelected on the Exceptions tab.

[ Don't allow exceptions

Select thiz when pou connect to public netwarks in lezs secure
locations, such as airparts. *ou will not be notified when Windows

—— Firewall blocks programsz. Selections on the Exceptions tab will be
ignored.

@ & of

Windows Firewall is not required for ISEC, and enabling it may cause connections
problems that might be difficult to troubleshoot.

If you want to run the firewall anyway, ensure that the NETLAB+ inside interface
(169.254.0.254) can make connections to the VMware server inside interface using the
following ports: TCP 80, 443, 8222, 8333, 902, 903, 3389, 5900 through 6150, ICMP echo
request/reply (ping). This list may be revised in future versions.

& Disable the firewall until everything is working.
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3.7 Enable Remote Desktop (Recommended)

Should you require assistance with your server or virtual machine setup, NDG can
securely connect to your VMware host, using NETLAB+ as a proxy server. This access is
enabled only as needed for each troubleshooting session, and then disabled at the end
of the session.

Remote Desktop significantly expedites the troubleshooting process, since it allows us
to review your host and virtual machine settings very quickly.

Enable Remote Desktop on the VMware server host operating system.

» Start - Control Panel - System - Remote tab - Remote Desktop > Enable
Remote Desktop on this computer (see illustration below).

System Properties 7

E:,. Phone and Modem Cptions b P
fpﬁ Partable Media Devices » General | Computer Name |
“%y Power Options Advanced | Automatic Updates Remate
(B i .
= FitiEs e ke ' (* =7 Select the waps that this computer can be used from anather
% Regional and Language Options H’ location.
% Scanners and Cameras 4 — Rlemate Assitance

Fi
“—] Sz sl ' Turn on Bemote Azsistance and allow invitations to be sent from this
@, sounds and Audio Devices computer
g_g’ Speech Learn more about Bemate Assistance.

ser Mames and Passwords

Skore:

Ldyanced, |

-
::j My Computer
Taskbar and Statt Menu = Femote Deskiop
PO -
2 Wil e [+ Enable Remate Deskiop on this compLter
| % Administrative Tools 3 Important: To allow users to connect remotely ta this computer, click

Select Remote Users.

m:(j Printers and Faxes Full computer hamme:

WMIErYerd
Help and Support
9) iEte L3 Lear more about Bemate Deskbop.
/;.) Search
Select Remote Users...
=7 RBun...

Ensure that Windows Firewall (if enabled) is not blocking TCP port 3389 on the inside
interface if using IMAN or ISEC, or the outside interface if using OMAN.

& Remote Desktop requires valid credentials. NDG will require the Windows Server
administrator account and password to access your host system. NDG may also provide
addition configuration instructions, depending on your IP settings and firewall
configuration.
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3.8 Installing VMware Server Software
This section describes the tasks involved in setting up a VMware host system.

You may obtain a free download of VMware Server 2.x from VMware, Inc. Go to
www.vmware.com and complete the registration process to obtain your free copy of
the latest version VMware Server 2.x. During registration, you will receive a serial
number, which you will later enter during installation.

An installation wizard will guide you through the VMware product installation.
@vvmareserver K|
Welcome to the Installation Wizard for

I _j Y¥i¥lware Server

l _J g The installation wizard will install YMware Server an your

computer, To continue, click Mext,

VMware Server

WARMING: This program is protected by copyright law and
inkernational kreaties,

= Back

Zancel |
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You will be required to enter the IP address for KVM and API traffic flow. If you are
implementing ISEC or IMAN, use the inside network address of the VMware server. If
you are implementing OMAN, use the outside network address of the VMware server.
Do not enter a FQDN or host name here (use a static IP address).

Do not change the default settings for Server HTTP Port (8222) and Server HTTPS Port
(8333).

The IP addresses displayed in screenshots serve as examples, your IP address may differ.

iii!:ll‘ ¥Mware Server E

Server Configuration Information

Please enter server infarmation

Please select the virtual machine storage path

Ciivirkual Machines), Change... |

Flease enter the server access information

The Fully qualified domain name (FQDM) is the complete domain name Faor the hosk
on the Internet, The FQOM includes the hostname and the domain name.

Ii159.254.n.25|:|| I

Server HTTP Part: jgzz2

Server HTTPS Port: j5333

[+ allowe virtual machines o start and stop aukarnatically with the system,

< Back | Mext = I Zancel

Click Install to begin the installation process.

jigr YMware Server

Ready to Install the Program
The wizard is ready to begin installation,

Click Install ko begin the installation,

IF wau wank ko review or change any af your inskallation setkings, click Back, Click Cancel ko
exit the wizard.

< Back Cancel

:
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When prompted, select Yes to restart your system to allow the configuration changes to
take effect.

i'.g!,l ¥Mware Server |

changes made to YWMware Server ko take effect, Click

& Yo must reskart wour system Far the configuration
Wes bo restart now or Mo if you plan to restart later,

After the system has restarted, click on the VMware server desktop icon.

=
Home Page ¢

Click OK to acknowledge the security alert.

Please be aware that the pages displaying this security alert information on your system
may differ slightly, depending on your browser selection.

Alert |

' 10.0.0,27:8333 uses an invalid security certificake,
Lwy

The certificate is not trusted because it is self signed.

(Errar code: sec_erraor_ca_cert_insalid)
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Select the option to add an exception.

0l & Secure Connection Failed
A 10.0.0.27:8333 uses an invalid security certificate,
The certificate is not trusted because itis self signed.

{Error code; sec_error_ca_cert_invalid)

= Thiz could be a problemn with the server's configuration, or it
could be sormeone trying to impersonate the server,

= If you have connected to this server successfully in the past,
the error may be ternporary, and you can try again later,

2 wiou can add an excepkion... I

Add the exception.

9= Secure Connection Failed

Al 10.0.0.27:8333 uses an invalid security certificate.

The certificate is not trusted becavuse itis self signed.

{Error code; sec_error_ca_cert_invalid)

= This could be a problem with the server's configuration, or
it could be someone trying to impersonate the server,

= If you have connected to this server successfully in the
past, the error may be ternporary, and you can try again
later,

You should not add an exception if wou are using an internet connection
that vaou do naok trust completely or iF wou are not used bo sesing a warning
for this server,

Get me out of here! | I Add Exception. ..
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Add Security Exception Ed I

ou are about ko override how Firefox identifies this site,

Legitimate banks, stores, and other public sites will not ask you to do this.

F3 ] Y
~ Server
Location: I Get Certificate

— Certificate Skatus

¥ Permanently store this exception

View .. |

Confirm Security Excepkion

Cancel

Continue by confirming the security exception.

Add Security Exception Ed

You are about bo averride how Firefox identifies this site.

Legitimate banks, stores, and other public sites will not ask you to do this.

F L ] %

— Server

Location: Ihttps:,l',l'ID.D.D.E?:BSSSIUU

| ek Certificate |

— Certificate Skatus

This site attempts ko identify ikself with insalid information.

Unknown Identity

¥ Permanently store this exception

Certificate is not trusted, because it hasn't been verified by a recognized authority,

View, .. |

Confirm Security Exception

I Zancel
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Once you have confirmed the security exception, the VMware Server login prompt will
appear. You may login using your Windows Server Administrator account.

@| ¥Mware Infrastructure Web Access

Lagin Mame: | adrinistrator |

Password: | TTITITILIY |
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3.9 Creating a NETLAB+ Management Account

To use a VMware virtual machine with NETLAB+, a dedicated NETLAB+ management
account on the host operating system is required. NETLAB+ will use this account to
control virtual machines through the VMware API.

You must perform the following task from the administrator account.

Using the Windows Computer Management interface, create a dedicated account for
NETLAB+ and assign a password. The recommended user name and full name is NETLAB
(but this is not required). Check the boxes for Password never expires and User cannot
change password.

» Users=> New User “NETLAB” - Password never expires is checked, User cannot
change password is checked.

E Computer Management

Q File  Action Miew Window  Help
€ 9 | BB 2
B Corpter s (o) | 1]

B- ﬁ& System Tools
l @ Ewvent Viewer User name: METLAR
Shared Folders
Local Users and Groups Full name:; INETL.-'E-.E

a Lsers

(L] Groups Description: INETL.L".B application [nterface

B Performance Logs and Alerts
-t DiEvice Manager

= @ Starage Pazsword: I---------
4'- {2 Removable Storage
A Disk Defragmenter Confirm pazsword: I"""""
.. 354h Disk Management
EEI--@ Services and Applications ™| Uzer must change password at next logon

¥ User cannot change password

W Pazsword never expires

Accaunt iz dizabled

Create I Cloze
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3.10 Granting Permissions

NETLAB+ must have full access to the VMware Virtual Machines. This will require
modifying the permissions settings for the NETLAB+ management account (see section
3.9). Permissions are modified from the Permissions tab of the VMware Infrastructure
Web Access page (referred to hereafter as the VI Web Access page), which is displayed
after login, (see section 3.8).

wi ¥YMware Infrastructure Web Access {administrator@10.0.0.27)
Application  Wirtual Machine Administration E 0 |> @ | ance Marketplace
Inventory E vmserver3

¥ B ymserver3 Summary”'-.-'irtual Machines||TasksHEvent|F‘en‘nissim'|sl

51 METLAB_USBE_WMZ

Permissions [Z] Commands
G METLAB_WM_1
- - User/Group Mame Role Defined In
(3 METLAB_WM_TEST = nee New Perrr
%‘a Adrninistratars Adm This object
1 NO_TOOLS
- Jl | i
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Select the NETLAB account and assign All Privileges, as shown.

» Permissions > User/Group name NETLAB > All Privileges is checked

@ Mew permissions b 4

1) Select users and/or groups 23 Assign permissions
Darmain | lacal users and gr.;.upgiv| Choose a role for the selected user or group,
Quick Find | |
User/Group Mame Cescription METLABE
@ _v¥mware_ YMware User Gr Role
c.% __ vWImware_user__ _vmware_userl | adrinistrator |v|
c.% adrinistrator —
— o Privileges
@ Adrinistrators Adrninistrators i =
r all Privileges
@ Backup Operators Backup Operatg . Global
oba
@ Distributed COM Users  Members are al . Eolder
;9;, Guest L Datacenter
@ Guests Guests have the " Diatastore
@ HelpServicesGroup Group for the H - Mt
- METLAB . Host
this L Yirtual Machine
@ Performance Log Users  Members of this [ Resource
@ Performance Monitor Use Members of this > alarms
@ Power Users Power Users po L Taslks
@ Print Operatars Mermbers can ag = Scheduled Task
& Remote Cesktop Users  Members in this ’ Sessions
@ Replicator Supports file ref L Performance
& SUPPORT 38894540 CHN=Microsaft C L Permissions
@ TelnetClients Mermbers of this * Extension
@ Users Users are preve
Grant this set of permissions to child objects
of vmserverd
4 | 3
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3.11 Maximizing Available Virtual Switches

VMware uses three of its virtual networks (VMnet) to provide special guest services
such as NAT and DHCP. By default, virtual networks VMnet0, VMnet1, and VMnet8 are
unavailable for external connectivity to lab networks behind NETLAB+. However, if the
built-in services are not needed, you can reconfigure and reclaim these virtual networks
for external connectivity.

From the Start menu of your host machine, select the Manage Virtual Networks option
to view the current VMnet settings.

Start - All Programs - VMware - VMware Server -> Manage Virtual Networks

..... 1 ) Startup ]
() Tightvhc

:9 System Informs

€& Inbemet Explorer
(%) Outlook Express

Al Programs |.—. Foatobs Aot ancs

P2l wooff [0 shut bown

4+ Manage Virtual Metworks
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The VMnets are shown on the Host Virtual Network Mapping section of the Virtual
Network Editor.

—i-Yirtual Network Editor |

Summary | Automatic Bridging | Host Virtual Netwark Mapping !I—«:.st virtual dapters | DHCP | naT |

'ﬂ:@ Ilse this page ko associake individual wirtual networks to specific pheysical and wirtual netwaork,

o adapters as well as change their setkings.
Wrnekd: I Fridged to an automatically chosen adapter j il
Wrnet]: Iﬂﬁ Whware Mebwork Adapter YMnet1 j il
YMnetz: I Mot bridged j il
YMnek3: I Motk bridged j il
Wiinekd: I Mot bridged j il
WMnets: | hot bridged [ il
YMnetd: I Mot bridged j il
YMnek? I Motk bridged j il
YMnetS: Iﬂﬁ YMware Mebwork Adapker YMnets j il
WMnets: | hot bridged [ il

| Ik I Zancel Amply |

I
o
a

NETLAB Academy Edition” pods do not utilize the built-in VMware networking services.
Therefore, the steps outlined in 0 will maximize the number of available virtual switches
that can interface with lab pods.
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Part4  Adding Virtual Machines
This section explains how to configure a new VMware Server 2.x virtual machine and the
proper settings required for NETLAB+. Repeat this process for each new virtual

machine.

After completing preparation of each host server as described in Part 3, virtual machines
can be added (as guests) and integrated into the overall NETLAB+ system.

Objectives

e Add virtual machines to the VMware server host system.
e Make virtual machines accessible to NETLAB+ users.

The process outlined in this section must be followed for each virtual machine added to
the system.

4.1 Creating a New Virtual Machine (VM)
Working again from the, VI Web Access:

Select the Create Virtual Machine option on the Virtual Machine tab.

wl ¥Mware Infrastr e Web Access (administrator@10.0.0.27)
Application RGN Administration | | i P @

Yirtual Machines

Inventory ¥ _for_doc
v 0 vmserve = firtual Machine iole |:|||Tasks||E'-.fents|
G MNETL #dd Wirtual Machine to Inventory
(1 NETL Rermove Virtual Machine
@ NETL Power
Sl ol
- Power On/Resume
1
50rs 1
y 256
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Your will be prompted to enter a name for your new virtual machine.

Choose a name for your virtual machine very carefully. Here are two recommended
naming conventions to consider:

e [VM NAME] =[POD_X_PC_Y]: If you do not plan on moving virtual machines
from one pod to another, we recommend that you include the NETLAB+ pod
number and/or PC ID in the name.

e [VM NAME] = [SERVER_X _VM_Y]: Another, more flexible naming convention
would include the VMware server number and virtual machine number. This
method would be useful if you are going to be moving virtual machines from one
pod type to another.

‘

Eﬂ Create ¥irtual Machine

Pages Mame and Location
FY

Guest Operating System Enter a descriptive name for vour new virtual machine and specify the
datastore where its configuration files will be saved.

Memory and Processors

Mame: I METLAB_Server_3_WM_2 I |

Hard Disk
Properties Cratastore Capacity &yvailable

standard 74.52 GB

Metwork Adapter
Froperties

CD/DVD Drive
Properties

Floppy Drive
Properties

UsB Controller o

BT e || concer

Select Next to continue.
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4.1.1 Selecting the Guest Operating system

The Guest Operating system and version of your choice that you will install on your
virtual machine must be selected.

In this example, Microsoft Windows Server 2003 is selected as the Guest Operating
System.

@' Create ¥irtual Machine x

Pages Guest Operating System

Marme and Location -

Select the operating systermn you plan to install in your virtual machine,
“our selection will be used to recommend settings and optimize
performance.

Mernory and Processors

Once the wirtual machine has been created, you will need tao install this

Hard Disk operating systern from your own installation disc.

Properties

Qperating System: ﬁ Windows operating system I

Metwork Adapter Mavell Netware

Froperties " Saolaris operating system
" Linux operating system
CO/DVD Drive " Other operating systems
Properties
Version: I| Microsoft Windows Server 2003, Standard Ediﬂimi
Floppy Drive

) Product Compatibility
Froperties

USB Controller o

o | v ][ conce |
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4.1.2 Selecting Memory and Processors

Choose the amount of physical memory that will be allocated to the virtual machine. In
most cases, you may use the default settings for memory and processors. If memory
space is a concern, you may need to select a value closer to the recommended
minimum. Please make sure you do not oversubscribe system resources (see section
2.1.4.2).

@| Create ¥irtual Machine x

Pages Memory and Processors
Marne and Location =
Guest Operating System Memory

Mermary and Proc

Increasing a virtual machine's mermory allocation can improve its
performance but may also impact other running applications.

Hard Disl

Properties Size: 256 | MB

Recommended Size {256 MB)
Metworl: Adapter

Froperties Recommended Minimum (128 MB)
The guest operating system may not start up below this size.

CO/DVD Drive Recommended Maxkimum {4096 MB)

Froperties Mernory swapping ray occur above this size.

Flappy Drive Processors

Propertias Select the number of processors carefully, We do not recommend
reconfiguring this walue after installing the guest operating system.

USE Controller o Count:

e |
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4.1.3 Creating a Virtual Hard Disk

Use the default settings to Create a New Virtual Disk for your virtual machine.

[ Create ¥irtual Machine

Pages Hard Disk
Marne and Location =
Guest Operating Systermn & virtual disk is a special type of file, which will start small and then

grow larger as you add applications and data to your virtual machine.

Memoaory and Processars

=+ Create a New ¥Yirtual Disk

Hard Disk Choose this option to add a blank disk to vour virtual machine.
Properties — - -

Use an Existing Yirtual Disk

Choose this option to reuse or share a hard disk from another
Metwork Adapter virtual rachine,
Properties

Don't Add a Hard Disk

CO/DVD Drive
Properties

Floppy Drive
Froperties

UsE Contraller —

e | e

Specify the disk capacity for this virtual machine. Select a disk size that will be adequate
to store the guest operating system and all of its software applications for pod labs. The
example below shows a selection of 8GB; your requirements may vary.

4’ The use of SCSI drivers in a Windows XP or Windows Server 2003 virtual machine
requires a special SCSI driver. You may download the driver from the VMware website.
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@| Create Yirtual Machine x
Pages Properties

Mame and Location =
Guest Operating System How ruch software and data should this hard disk be able to store?

Mernory and Processors (T x|
Hard Disk Location: | [standard] NETLAB_Server_3_WM_z/METLA |

Properties £2.37 GB available

Metworl: Adapter File Options

Froperties Disk Mode

CO/DVD Drive Yirtual Device Node

Properties Adapter: Device:
Floppy Drive Policies

Properties

USE Contraller e

e |

414 Adding a Network Adapter

In most cases, it will be necessary to Add a Network Adaptor to the virtual machine.
If your equipment pod will consist of only one individual PC, a Network Adapter is not
necessary.

@| Create Yirtual Machine x

Pages Network Adapter
Marme and Location |
Guest Operating Systemn Metwork adapters give your wirtual machine access to port groups that

have been configured for virtual machine use on the host, If no such
port groups have been configured, you will not be able to connect to
any netwark,

Mermory and Processors

Hard Disk

-
Properties Add a Network Adapter

Don't Add a Network Adapter

FProperties

CO/DVD Drive
Properties

Floppy Drive
Properties

UsE Controller b

S | vt || conee |
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Select a Network Connection type for this virtual machine. Select Bridged, as shown
below, if this virtual machine will connect externally to a NETLAB+ VLAN. Keep the
Connect at Power On option set to Yes.

Eh Create ¥irtual Machine

Pages

Properties

Marme and Location
Guest Operating System
Mernory and Processars

Hard Disl
Properties

Metworl: Adapter

Properties

CD/DVD Drive
Properties

Floppy Dirive
Properties

USE Controller —

wrhich network will yvour virtual machine access?

Metwork Connection: I‘ Bridged

annec‘c at Power On: Yes I

Cancel

If your virtual machine will be connected to an external network, it will be necessary to
edit the virtual NIC, after the virtual machine is created (see section 5.3).
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415 Selecting CD/DVD Properties

Next, you may use the default option, Use a Physical Drive in order to give the guest
operating system access to the CD/DVD drive on the host system which will allow you to
install the guest operation system. If you prefer, you may select the option to Use an
ISO Image to give the guest operating system access to an ISO image residing on the
host file system in order to install the guest operating system.

In this example, the option to Use a Physical drive was selected.

@ Create ¥irtual Machine x

Pages

CD/DYD Drive

Mame and Location
Guest Operating System
Memory and Processors

Hard Disk
Properties

Metwork Adapter
Properties

CD/DND Drive

Properties

Floppy Drive
Properties

USBE Controller

CD and DWD media can be accessed on the host systemn or an your
local cormnputer,

Host Media

=+ Use a Physical Drive

Choose this option to give the guest operating systern access to a
physical CD or DWD drive on the host system,

Use an IS0 Image
Choose this option to give the guest operating systerm access to an
IS0 image residing on the host file system,

Don't Add a CDSFDYD Drive

8/12/2010
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If you have selected the option to use a physical drive, you will be prompted to select
the CD/DVD drive on your host system that you will use to install the guest operating
system. This setting will be edited after the guest operating is installed, as described in
section 4.4. The Connect at Power on check box must be checked.

@| Create ¥irtual Machine x

Pages Properties
Mame and Location =
Guest Operating Systemn In order to access this media, a disc rmust be in the drive specified

below, and the drive must be connected to yvour virtual rmachine.
Mermory and Processars

If vou will use this device to install an operating systern, you should
insert the installation disc before powering an vour wirtual machine,

Hard Disl

Properties Host COADWD Drive: | O |"|
—

Metwaork Adapter ICannect at Power On: Tes I

Properties Yirtual Device Node

CD/OWD Drive

Properties

Floppy Drive
Froperties

USE Contraoller b

peck | newt || concel |
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4.1.6 Selecting Floppy Drive Options

A floppy drive is not necessary. Select the Don’t add a Floppy Drive option.

@| Create Yirtual Machine x

Pages Floppy Drive

Mame and Location

Guest Operating System Floppy media can be accessed on the host system or on your local
computer,

Mermory and Processors
Host Media

Hard Disk e om

Properties Use a Physical Drive

Choose this option to give the guest operating systemn access to a
physical floppy drive on the host system,

Metwork Adapter
Use a Floppy Image

Choose this option to give the guest operating system access to a
flappy image residing on the host file systerm.

Properties

CD/DVD Drive

Properties Create a Mew Floppy Image

Choose this option to create a new floppy image on the host file
systern,

Floppy Drive

=+ Don't Add a Floppy Drive

USE Contraller

Ready to Cormplete

[ Back | tewt|[ cancel |
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4.1.7 Selecting USB Controller Options

A USB controller is not necessary. Select the Don’t Add a USB Controller option.

@' Create Yirtual Machine x

Pages UsB Controller

Mame and Location
Guest Operating Systemn & UsB controller gives your virtual machine access to USB devices

Memory and Processors plugged into the host.

Add a USB Controller

Hard Dislk

Properties =+ Don't Add a USB Controller

Metwork Adapter
Properties

COYDWD Drive
Properties

Floppy Drive

Contraller

Ready to Complete

| E
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4.1.8 Verifying the Virtual Machine Configuration Settings

Select Finish after verifying the configuration settings displayed on the page.

@| Create Yirtual Machine x

Pages Ready to Complete
Marme and Location
Guest Operating Systern Please wverify that your new virtual machine is configured correctly.
Memary and Processors Marne: NETLAE Server 3 WM _2
. Location: standard
Hard Disk ) [ ) ] )
. Guest Operating System:  Microsoft Windows Server 2003, Standar...
Properties
Mermnoary: 256 MB
Metwork Adapter Processors: 1
Properties Hard Disk: g Gh
Metwork Adapter: Using "Bridged"
CD/DVD Drive CD/DWD Drive: Using "D:"
Properties USE Controller: Mo
Floppy Drive More Hardware
USE Controller

Ready to Complete

Help [ | Pawer on your new virtual machine now m@ Cancel

Your virtual machine will now be listed in the virtual machine inventory.

Inventory

¥ E vIservers

METLAB_Server_3
NETLAB_USE_YMZ2
METLAE_WM_1

o
o
[ METLAB_WM_TEST
il
)

MO_TOOLS
POD_x_PC_v_for_doc
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4.2 Setting Snapshot Options

NETLAB+ works in conjunction with VMware snapshots to restore a virtual machine to a
clean state. This can occur automatically at the end of a lab reservation, or when a user
selects the scrub command from the NETLAB+ action tab (see the Action Tab section of
the NETLAB+ Instructor Guide).

Verify that the snapshot setting for your virtual machine is set to Just Power Off. This
setting is accessed in the Commands section by selecting Configure VM.

wi ¥YMware Infrastructure Web Access {(administrator@169.254.0.250)

Application Wirtual Machine Administration id IE‘ @ | Marketplace | Log Out
Inventory @ METLAB_Server_3_¥M_2
v B vmservers Surmrnary |C|:|nsu:|le|:|||TasksHEvents”F‘ermissiDns|
¢ METLAB_Server_3_WM_Z |Em T| memary z o
[l METLAB_USB_WMZ
- - Hard Disk 1 {(SCSI 0000 &
G NETLAB_WM_1 Commands [
G NETLAB_VM_TEST Network Adapter 1 B Power Off
G NO_TOOLS Suspend
& POD_%_PC_Y_for_doc CD/DWD Drive 1 (IDE 1:0) U Resat

—

add Hardware
E SCSI Contraller 0 !
Snapshat _

<I I LI Take Snapsl

Configure WM

enerate Wity

Relationships [~ LI
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Select the Snapshot tab and make certain the Just Power Off setting is selected.

wi ¥M Configuration

| »

General || Power I Snapshot I Advanced

Current Snapshot

Mo current snapshot,

[ ]Lock this snapshot
Prevent the current snapshot from being updated.

When Powering Off

& Just power off

" Revert to snapshot

" ask me

-

Help

For scrub operations, NETLAB+ will Revert to Snapshot by using internal calls through
the VMware API. This will allow NETLAB+ to restore the PC to a clean state.

Use of the Just Power Off setting is specific to VMware Server version 2.x.

If you are upgrading to VMware Server 2.x, from VMware server 1.x or GSX, it is
necessary to change the power-off option from “Ask me” to Just Power Off. Please see

Appendix D for details.
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4.3 Installing a Guest Operating System

After you have configured the virtual machine settings, you must install an operating
system on the virtual machine. During the virtual machine installation process, you
configured to have access to the physical CD/DVD drive on your host system, or to have
access to an ISO image.

Depending on your selection, insert the operating system CD in the server’s CD/DVD
drive or access the location of the ISO image. Follow the installation procedure as
prompted. Please refer to section 2.1 for information on software requirements and
product licensing.

4.4 Editing the Virtual CD/DVD Device

If you have configured your virtual machine to access the physical CD/DVD drive on your
host machine, make sure to edit the CD/DVD device with the recommended settings.

These CD/DVD settings must be edited after installing the guest operating system (see
section 4.3).

@il ¥Mware Infrastructure Web Access {administrator@169.254.0.250)
Application  Virtual Machine Administration a0 | @ | lia
Inventory il METLAB_Server_ 3 ¥M_2
v E YIMSEFYERS Summary“Cu:unsu:ule|:|||Task5||E\.fent5||F‘ermi
Ef METLAE Server 3 WM Z —
(1 METLAB_USB_WMZ &= *| Hard Disk 1 (=CSI 0:0) 8.00 GB
£ METLAB_WM_1
-7 Met k adapter 1 Bridged
1 METLAB_YM_TEST B ~| network Adapter ndge
(8 NO_TOOLS I £y ~ cOD/OVD Drive 1 (IDE 1:0) Using dei
1 poD_%_PrC_¥_for_doc
© ~ =csIcantraller 0 LSI Logic
l | H
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Uncheck the Connect at power on box. This is necessary to prevent the virtual machine
from attempting to connect to the VMware host’s CD/DVD device, which could result in
undesired properties or boot errors.

©. CD/D¥D Drive 1 (IDE 1:0)

f* Host Media —
Use devices and files on the host system,

" client Media
Use WMware Remote Console to select devices and files on your client
system,

Device Status

" Connect
¥ Disconnected

I [ ] Connect at power on b

Connection
* Physical Drive

ze the following aptical drive:

-
Help Cancel
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You may point the CD/DVD device connection to a unique ISO image on the local
VMware host. If you choose this option, make sure each virtual machine you create
does not point to the same ISO file. Otherwise, you may see some undesired properties
or boot errors.

@. CD/D¥D Drive 1 (IDE 1:0)

Connection
" Physical Drive

Use the following optical drive:

O -

% Jse ATAPI emulation

€ Access the drive directly

I ' IS0 Image I
Choose the optical disk image path;
| Browse...
Yirtual Device Node
Adapter: IDE 1 - Dievice: 0 (Co/WD Drive 1) - |

Help I (1] 4 | Cancel
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4.5 Installing the VMware Tools

Installation of VMware Tools is required to ensure optimal performance and proper
NETLAB+ operation.

VMware Tools must be installed after installing the guest operating system (see section
4.3).

Your virtual machine must be powered on to install VMware Tools.

Select Power On in the Commands section to power on your virtual machine.

gl ¥YMware Infrastructure Web Access {(administrator@169.254.0.250)
application  Mirtual Machine Administration 1] |> @ |ﬂarketp|ace | Log Out
Inventory ﬂl NMETLAB_Serwver_3_¥M_2
v B vmservers Summar}r”CDnsule|:|||Tasks||Events||F‘ermissiu:uns|
METLABR_Server_3_wM_2 |H EE S R " Commands [ <]
(1 METLAB_USB_VYM2 CO/DVD Drive 1 (IDE 1:0) |
G METLAB_WM_1 —
@ METLAE WM TEST SCSI Contraller 0 l A Hardware
- Znapshot
& No_TOOLS <] | - p [
Take Snaps
H poD_%_PC_¥_for_doc

Configure WM
Generate Wirke

—l

Select the Install VMware Tools option in the status section.

Status =]
Power State [

Powered On

Guest 05 <]

Microsoft Windows
Server 2003, Standard
Edition {32-hit)

¥Mware Tools
Install WMware Tools,..

¥irtual Hardware ¥Yersior
Version 7

DMS Mame
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Assuming you have completed the installation of the guest operating system as
described in section 4.3, you may proceed with the install of VMware Tools.

@ Install ¥Mware Tools x

Installing the ¥YMware Tools will greatly enhance graphics and
mouse performance in your virtual machine.

Tour guest operating systemn must be running to install WMware Tools, If
vour guest operating system is not running, choose Cancel and install
WMware Tools later,

Help I Install
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4.6 Setting the Virtual Machine Display Properties for Remote Access

For optimal performance and minimal bandwidth consumption, we recommend using
the lowest possible resolution setting. The use of 800 x 600 provides a good fit on a
typical laptop screen without the need to scroll the display.

It is possible, however, that your applications may require a higher resolution, such as
1024 x 768.

32-bit color is required. Display update problems have been observed with the 16-bit
setting.

The following task assumes a virtual machine running a Windows XP operating system.
Adjust accordingly for other operating systems.

To set the screen resolution and color quality:

Boot the virtual machine.

Right click on the display and select Properties.

Click on the Desktop tab.

Click on the Settings tab.

Set screen resolution to your desired resolution (800 x 600 is used in this

YV YV VYV

example).

A\

Set color quality to 32-bit (required).
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Display Properties il ﬂ
Themesl Desktupl Screen Saver | Appearance  Settings I

!

Dizplay:
[Drefault Manitar] on Yhdware SYGA

Screen resolution ————— [ Colar guality

Less J— More IHighest (32 hit]
200 by B0 pisels B BE R |

Troublezhoat. .. | Advanced |

()% I Cancel | ¥ 1] |

3
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4.7 Adjusting Visual Effects

Visual effects must be adjusted to provide minimal bandwidth utilization and to ensure
the responsiveness of the remote experience.

The following task assumes a virtual machine running a Windows XP operating system.
Adjust accordingly for other operating systems.

Adjust the visual effects:

Right click on My Computer and select Properties.
Click on the Advanced tab.

Click the Settings button for Performance.

Click the Visual Effects tab.

Select the radio button to Adjust for best performance.

YV VV VY

Click Ok to accept changes.

Desktop

Fle Edit Wiew Favori System Properties | Performance Options

@Back -8 - T System Reston  Visual Effects | Advanced | Data Execution Prevertion |

[

General |

Select the settings vou want ko use for the appearance and

Address IEEI Deskiop performance of Windows on this computer,

“tou must be logge

-'_:/ %:! — Performance —  Let Windows choose what's best For my computer

. C adi
My Documents My Computer Vizual effects, pr Adjust for best appearance

& adjust For besk performance

' Custom:

— O Animate windows when minimizing and maximizing
- User Prafiles—— [ Fade or slide menus inta view
Desktop settings [ Fade or slide ToalTips into view

[ Fade out menu items after clicking

O show shadows under menus

O show shadows under mouse painter
O shew translucent selection rectangle
O show window contents while dragging
System startup, ¢ [ slide open combo boxes

O slide taskbar buttans

M1 Smooth edges of screen fonts

— Startup and Recx

4/ start| [} Desktop QWL 10:46 A
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4.8 Disabling the Desktop Background

The desktop background must be set to None to provide minimal bandwidth utilization
and to ensure the responsiveness of the remote experience.

Boot the virtual machine.

Right click on the display and select Properties.
Click on the Desktop tab.

Select None for the Background.

YV V V V

=

Display Properties

Themes | Deskiop |S|:reen Saver | Appearance | Settings |

3

- 0
‘_H_
B ackground:
H Browse...

53] At Positior:

Lti] Azl

\*d Blisz i

Blue Lace 16 =0hr

él“'-ﬂ-- [ I M |v

[ Cuztomize Desklop... ]
[ k. l [ Cancel ] [ Apply ]
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4.9 Adding Software Applications

You may now add new software to your virtual machine as required by the lab exercises
you plan to use on your pods.

Please refer to the Installing New Software in a Virtual Machine section of the
VMware Server User’s Guide for details.

4.10 Taking a Snapshot of Your Virtual Machine
Each time you make changes or install new applications on a virtual machine, be sure
to take a new Snapshot. Any changes made to the virtual machine by lab users will be

lost when the virtual machine guest operating system reverts to the snapshot:

e At the end of a lab reservation.
e When a user selects Scrub from the NETLAB+ Action tab.

Take a snapshot by selecting the Take Snapshot option in the Commands section.

1 NETLAB_Server 3 _V¥M_2

Surmrmmary || Console Tasks |Events | Permissions
L - FrulEssSUrts L
Commands LI
*| Mermnory 256 MB Pawer On

Add Hardware

Snapshot IJ

& | Hard Disk 1 (SCSI0:0) g.00 GB

B ~| network Adapter 1 Bridged Take Snapshot
Cnnﬂgure W

£y = CD/OVD Drive 1 (IDE 1:0) Using dev Generate Virtual 1

© ~| scs1 contraller 0 LSI Logic  Relationships =

If you do not take a new snapshot after modifying the configuration file, your changes
will be lost the next time the snapshot reverts. Your changes will also be lost if the
virtual machine is not powered off when the configuration file is edited.

DO NOT take a Snapshot of a Virtual Machine when it is either turned on or
suspended. Make sure VM is powered off each time you take a new Snapshot.
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4.11 Remote PC Settings (for New Pods)

Remote PCs are part of a lab topology, so they must be configured in NETLAB+ when a
new equipment pod is added. All settings (except ID) can be modified later. Remote
PCs are only available in pods where the network topology indicates the existence of lab
PCs.

Remote PC settings will appear in the New Pod Wizard when you add an equipment pod
that supports remote PCs. Each PC has an ID, type, access method, and operating
system setting. All settings (except ID) can be modified later. To modify existing PCs,
skip ahead to section 4.12.

REMOTE PC SETTINGS

P MARME I P IYIRTUAL MACHIME TYPE ACCESS CPERATIMG S STEM
;_I_, Host A (|18 [s| [EWMWARE Server 2.0 v] ||vHC w| | windows XP v
;_I_‘ Host B (|19 [+ ﬁE’I‘S-.-\E-’EHTE Server 2.0 WHIC » | || Windows Server 2003 el

= WWARE Server 1.0/G5x
g_ Host C 20 [s] |(STANDALONE __ | e = [ v
;_L Host D | 21 [ || WMWARE Server 2.0 el WHC s | || WwWindows <P el

For PC/Virtual Machine Type, use the VMWARE Server 2.0 setting for VMware virtual
machine implementations using VMware Server version 2.x. This is the correct setting if
you are following the procedures outlined in this guide.

The Access setting, VNC, allows direct access to the PC’s keyboard, video and mouse
using the VNC protocol. This setting cannot be altered when VMware Server 2.0 has

been selected as the PC/Virtual Machine Type.

The Operating System setting specifies an OS for this PC. The availability of a selection
does not guarantee compatibility with all labs.

NETLAB+ will prompt for additional settings on the next page.

Yl WARE VIRTUAL MACHIME SETTIRGS

PZID P RARME IP ADDRESS ISERR AME PASSMORD COMFIGURATICON FILE

18 gj Host Al 1692541253 ||| NETLAR myvmhost [datastore1] =P Pro Template WhiisF
19 gj Host B 169.254.1.253 ||| METLAE ryernhost [datastore1] P Pro Template Whil=F
i gj Host C||169.254.1.253 ||| METLAR ryernhost [datastore1] P Pro Template Whil<F
21 QJ Host D) 169.254.1.253 || METLAE royernbiost [datastore1] P Pro Template WhiixF
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Each virtual machine requires four VMware-specific settings.

The IP Address setting is used to connect to the VMware host system. This is the
IP address used for KVM and API traffic flow. If you are implementing ISEC or
IMAN, use the inside network address of the VMware server. If you are
implementing OMAN, use the outside network address of the VMware server.

Username specifies an operating system account on the VMware host system.
NETLAB+ will use this account to login to the VMware host and control virtual
machines through the VMware API (see section 3.9).

Password specifies the password associated with the host account (see section
3.9).

Configuration File Enter the relative path of the virtual machine configuration
file on the VMware host, including datastore. This file name is typically in the
form of [datastore] <pc name>/<operating system>.vmx.

The name of the configuration file of your virtual machine can be found by selecting the
Configure VM section.

wil| ¥YMware Infrastructure Web Access {(administrator@169.254.0.250)
Application Wirtual Machine Administration i IE‘ @ | Marketplace | Log Qut
Inventory 1 METLAB_Server 3_¥M_2
¥ E WIMSErYers Surnmary |C|:|nsu:|le|:|||Tasks”Events”F‘ermissiDns|
ey METLAE server_3_wh_2 [HIME CIMINCIEIN Z |
G NETLAB_USE_WMZ
- - Hard Disk 1 {(SCSI 0:0) &
1 NETLAB_WM_1 Commands [
() METLAB_YM_TEST Network Adapter 1 B Power Off
1 Mo _TooLs Suspend
@ POD_K_PC_Y_'FDI’_E'DC CDH‘ID"."D Drive 1 {IDE 1:|:|:| u Reset

—

fdd Hardware
m SCSI Contraller 0 !
Snapshot o

1 I 0

Take Snapsl

Configure WM

enerate Virtu

Relationships [~ LI
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The configuration file name is displayed on the General tab.

w YM Configuration »

GeneraIIF‘Dwer”Snapshnt”.ﬁ.dvanced| -

Yirtual Machine Name

| METLAB_Server_3_WM_2

¥irtual Machine Configuration File

[standard] METLABE_Server_3_WM_2Z/METLABR_Server_3_WM_Z2.vmx

Guest Operating System

& windows operating system -

&' You can copy and paste the full pathname of a VM Configuration file from the VM
configuration screen into the NETLAB+ VMware virtual machine settings Configuration
File Name field.

The use of relative path names is specific to VMware Server 2.x. VMware server 1.0 and
GSX require absolute path names. If you are upgrading from VMware Server 1.0 and
GSX, you must change your configuration file path names to use relative path names, as
shown in the example above. Please refer to Appendix D for details on upgrading to
VMware Server 2.x from VMware Server 1.0 and GSX.

8/12/2010 Page 101 of 159



N DG

NETLAB+ Remote PC Guide for VMware Implementation Using VMware Server 2.x www.netdevgroup.com

412 Modifying PC Settings

To modify PC settings, or convert an existing PC to use VMware Server 2.x:

1. Take the pod offline.
2. Select the PC from the Pod Management page.

POD 6 - PCs ARD SERWERS  (click the GO buttons to reconfigure)
G ARE PCID | STATUS TYPE ACCESS | CONMTROLIP - OPERATIMG S%STEM
C%l E_' Host & | 18 | OMLIME | WNWARE Server 1.00G5X WNC | 189.254.1 233 Wincdowes XP
Ckl .E_I, HostB | 19 | OMLIME WhWARE Server 2.0 WHNC | 169.234.1.233 | Windows Server 2003
C%l E_' Host© | 20 | OMLIME WMWARE Server 2.0 WNC 1692541 233 Linwi
le E_' HostD | 21 | OMLIME WhWARE Server 2.0 WHC | 169.254 1 253 Windowes XP

3. Change Type to VMWARE Server 2.0 (if it is not the current setting).
4. Specify the VMware settings (described in section 4.11).

POD 5 - PC 17
FC D 17

PC Mame 2- Standalone PC

Type VWARE Server 2.0 W

“hlware Host IP Address 10.0.0.27

Yhiware Host Llsername METLAB

YWhtware Host Password METLAB

Yhlware Guest Configuration File | [standard] NETLAB_VM_1\NETLAB_Wh_1 worrix
Yhitware Guest Operating System || Windows =F b

FemaoteDisplay.vne.enabled = "true"
Yilware Guest WNC Settings FemoteDisplay.vne. password = "NETLAB"
FemoteDisplay.vne. port = "2917"

Access Method WINC | w
Admin Status OMLINE  |»
Cptions revert to snapshot during scrub operation

If you want NETLAB+ to return the PC to a clean state after a lab reservation, make sure
“revert to snapshot” is checked. Recall from section 4.2 that the virtual machine
snapshot power-off option must also be set to Just Power Off.
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413 Configuring Remote Display Options

To allow NETLAB+ users to access the keyboard, video, and mouse of a virtual machine,
you must add three RemoteDisplay statements to the virtual machine’s configuration

file.

1. Access the detailed remote PC settings from the NETLAB+ Pod Management
page (as described in section 4.11).

2. Obtain the VMware Guest VNC Settings (automatically computed by NETLAB+).
The settings for this example are highlighted in the picture below (your settings

will vary).

PODE-PC13

PCID
PC Marme

Type

Whiware Host IP Address
“Whilware Host Username
“Whlware Host Passward
“Whitware (Guest Configuration File

YWhitware (Suest Operating System

18

E' Host A

e

WhAvWARE Server 2.0 v
169.254.1 253

METLAB

mywmhbost

Chvirtual Machines\FOD_1FC_Jwinxpro
Windows XP v

“Whitware Guest WNC Settings

Remotelisplay.vnc. enabled = "true”
Remotelisplay.vnc. password = "NETLAB"
Remotelisplay.vnc. port = "5918"

Access Method
Adrmin Status

Ciptions

WING [
OMLINE [+

revert to snapshat during scrub operation

3. From the VMware management console, make sure the PC is powered OFF or

suspended.

4. Working from the VI Web Access page, select your virtual machine in the
Inventory list and the click on Configure VM in the Commands section.
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wil| ¥YMware Infrastructure Web Access {(administrator@169.254.0.250)

Application  Wirtual Machine Administration ol @ | Marls

etplace | Log Qut

Inventory

1 METLAB_Server 3_¥M_2

¥ Q YIservers

METLAE_S
METLAE _USE_ WMz
METLAE WM _1
METLAB_YM_TEST
NO_TOOLS
POD_¥_PC_7_for_doc

B B B i

Surnmary “ Console |:|||Tasks ” Events ” Pe

rmissiu:uns|

BRI Y| MEMOFY £

Hard Disk 1 {(SCSI 0:0) & | [commands =

Metworlk Adapter 1 B

CO/DWD Drive 1 (IDE 1:0% U
SCSI Contraller 0 L
| | i

Configure WM

Relationships [~ LI

Power Off

Suspend

Reset

fidd Hardware

Snapshot o
Take Snapsl

enerate Virtu

5. Select the Advanced tab and scroll down to the Add New Entry function located
in the Configuration Parameters section.

Fun?iguratiun Parameters I

Maodify or add configuration parameters as needed for experimental features
ar as instructed by technical support, Saved entries cannot be removed,

Marme

ethernetd.features

ethernetl.generatedAddressOffset

ethernetd.poislothurmber
rmlks.enable3d

nwran
poiBridged.poislotMumber
pciBridgel.present
pciBridged functions

Edit § Add Mew Entry

8/12/2010

Value

i -
0

3z

true
METLAB_Server_3_WM_2.nwre
17

true

: ~|
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6. Add each of the three VMware guest VNC settings as configuration parameters.

@ Add Configuration Parameter »

Name
RermoteDisplay.vnc.enabled

Yalue
true|

If you make an error while keying in a configuration parameter, you may need to
remove the virtual machine from the inventory (without deleting it from the disk), edit
the VMKX file and re-add, or restart the VMware Server services, by following the
procedure described in Appendix F.

4.14 Taking a New Snapshot of the Virtual Machine

After completing the task of adding the configuration statements to the configuration
file you must take a new snapshot of your virtual machine.

Select the Take Snapshot option in the Commands section.

1 NETLAB_Server_3_¥M_2

Summary | Console Tasks |Events |Permissions
B T FIrUCELbLUrs 1
Commands [=] :I
*| Memnory 256 MB Power On

add Hardware

Znapshot J
Take Snapshot

&2 =| Hard Disk 1 (SCSI 0:0) .00 GB

@ | Metworl: Adapter 1 Bridged
Cnnﬂgure W
@ ~| CD/DVD Drive 1 (IDE 1:0) Using dev Generate Yirtual M
9 w| SCSI Controller 0 LSI Lagic  Relationships =] ;I

If you do not take a new snapshot after modifying the configuration file, your changes
will be lost the next time the snapshot reverts. Your changes will also be lost if the
virtual machine if not powered off when the configuration file is edited.
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4.15 Verify the Virtual Machine

After your virtual machine is configured, perform the following tasks to verify the APl is
functioning.

The Pod Test only verifies the remote display parameters and the function of the
VMware API. The Pod Test does not test network connectivity to networking gear such
as routers, switches and firewalls. The process required to bridge your virtual machines
to real networks and real lab equipment (such as routers, switches, and firewalls) is
described in detail in Part 5.

METLAB+ 4.0.26

Admin
TESTIMNG POD &
DEYICE TPE TE=T STATLS DETAIL=
E_' , Standalone PCWMAWARE Server 2.0 (D PASSED |1 test(s) passed, device looks good

PO TEST LG

[00:18] POD 5 PASSED
[00:15] PCAT: Testing wirtual machine and %hware WK AP - PASS
TEZTING POD 5, Standalone Computer Pod, Support for 1 PCLL.

1. Run a pod test. NETLAB+ will check your settings and verify that the APl is
working.
Bring the pod back online.

3. Login to an instructor account and create a lab reservation to test your virtual
machine(s).

4. On the Status tab, your virtual machines should be online.

Topology  Action Status Connections Load Save Exercise

Device Status

ROLUTER1 Cizco 2621xM (O ON 1 booting the device
ROUTERZ Cisco 2B21XM O ON 1 boating the device

=] ] Windows XF (O OM O online

PC_1 not implemented in this pod
IS 1 nat implermented in this pod
PC 2 not implermented in this pod
IS 2 Wiindows XF (O ON O online

ihck on the device name to open a connection
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5. Open a connection to the PC by clicking on the device in the topology, the status
tab, or connections tab. This will bring up the NETLAB+ Java viewer (assuming
you have Java installed).

4

vy Documents

Connected
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6. Test the VMware API. Power off the machine from the Action tab.

MyNETLAB Logout ‘i) janedoe

ALERTS O I'M DONE

Topology  Action Status  Connections  Load Save

ACTICMN

ACTION G EMTIRE POD

R1  Cisco 2601 | —select —select— v
R2 Cisco 2601 —select—
R3 Cisco 2501 —select—
PCla Windows ¥P [ —select—

PC1b  YWYindows AP

[<I[*][%][%]

power off

For automated operations tc .
op scrub device
lab routers, switches, and firewar=

use the following passwords for

console: cisco enable secret: class

If you had a connection open, it should drop. If you reconnect, NETLAB+ should know
the PC is powered off (by obtaining the status of the virtual machine via the VMware
API).

Ll pPC1a

CONNECTION FAILED

The PC is turned OFF.

& Power ON the PC from the Action tab.,

5 Try Again | [ Close This Window

7. From the Action tab, power the virtual machine back ON. Wait a minute for the
machine to startup. You should now be able to reconnect.
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8. Test the scrub device/ snapshot feature. Make some changes to the PC (i.e.
move some icons around and create some files). Select Scrub Device on the
Action tab. The PC will reboot and your connection will drop (this is normal).
Wait a minute for the machine to restart. You should now be able to reconnect,
and your previous changes should be gone.
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Part5 Connecting Virtual Machines to Real Lab Devices

This section focuses on the establishing communication between virtual machines and
lab devices in the topology. You can skip this section if your virtual machines do not
need to communicate with lab equipment and/or external networks on separate VLANSs.

Virtual LANs (VLANs) are used to bridge your virtual machines to real lab equipment
(such as routers, switches, and firewalls). These VLANs are implemented on control
switches and managed by the NETLAB+ software.

quipment
Pod

4
1
Bridged =L =l oo oh o e el e e e r———
VLANS bl e '____l_____
VLAN1 ====———fmmm r F———r—-——
) I KVM, APl | 1 i
Inside ‘.E’ ; - - i
(control) N I 1 |e I I
I 1 |le i
VLAN1 | VLAN1 | [ '
169.254.0.254 1 169.254.0.250 * 0 : :
I I
I
NETLAB+
Server
Qutside f
VMware
User Traffic Server #1

Outside a
(public) N
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The following objectives will make more sense after you have added a new equipment
pod.

Objectives

Determine which VLAN numbers are used by your pod.

Create the proper VLAN adapter using an Intel networking adapter.
Uncheck the unused Protocols from Network Properties.

Bind each VLAN adapter to an available VMware virtual switch (VMnet).
Configure a Virtual Switch to use correct VMnet (using VI Web Access).
Take a final snapshot to save changes made to the VM configuration.

5.1 Determining Which VLAN Numbers Are Used by Your Pod

The VLAN adapters you must create for you virtual machines will vary based on which
pods you have added to your NETLAB+ server.

A VLAN Pool is the consecutive range of VLANs used by NETLAB+. Each pod has a unique
VLAN pool and the actual VLAN numbers will be unique for each pod. You must
determine which VLAN numbers used by NETLAB+ must be trunked to the VMware
host.

There are resources available to assist you in determining which VLAN numbers are
used:

e Ifyou are implementing a standard NETLAB+ Academy Edition” pod, you may
refer to the Configuring VMware and Virtual Machines section of the
appropriate pod-specific guide to obtain this information, including the VLAN
Offset Reference Table specific to your pod. The examples in the subsections
below provide more detail regarding this process.

e [f you are implementing a custom pod design, consult with the individual who
created the pod design and refer to the Pod Design Theory section of the
NETLAB+ Pod Design Guide for additional information.

VMware Server virtual network adapters and virtual LAN switches (VMnets) are used to
connect virtual machines to the pod. Depending on the pod design, some virtual
machines may share the same VLAN. Without the proper VLAN adapter mapped to an
available VMnet, the connections between pod devices and/or virtual machines will not
function properly.
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51.1 Determining VLANs Example 1 — Cuatro Router Pod
In this example, we see that a Cuatro Router Pod uses 4 VMnets in the required
configuration. Since VMware Server supports 10 virtual switches, it is possible to host

up to 2 complete Cuatro Router Pods on a single VMware Server.

Each virtual switch is mapped to a specific VLAN and bound to the VMware inside
802.1Q NIC card. The actual VLAN numbers used are based on the pod’s ID number.

PCla and PClb share a common VMnet and VLAN.

_.s Virtual Adapter

F¢1h|| @I - Intel 802.1q NIC

Lab Davices

: A -

i == L—. ..!"." H

: E_.I'l'\*—f \ 4 © 802.1q Trunk

: . : Any Reserved Port

: Ri Vinet : ..

| L [TVLAN+0 Do

1 A ¥ =+ Control Switch

|| = — W [

. RZ Vet

| = VAN 2 "p_';q

1 [ees 1 H N

I ——— | RIVMnet A0 TR NS

i —';.' VLAN +4 | yMware Server AN WY “\“‘\

i - T ;'_.- _,l" II | "-_. LY N \
| —u CTRY T S S— ol & e
jo it et £ =TT

Each NETLABAe pod is automatically assigned a pool of unique VLAN numbers. You must
determine which VLAN numbers correspond to each virtual switch on the VMware
server.
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Step 1. Determine the Base VLAN for the pod.

The base VLAN and VLAN pool numbers are displayed on the Pod Management page in

the Control Switch table. Please see the Verifying Your Settings section of the NETLAB+

Administrator Guide for details on accessing the Pod Management page to find the base
VLAN number for your pod.

An example of the VLAN pool information available on the Pod Management page. In
this example, pod 7 uses VLANs 160-167. The base VLAN is 160. Your VLAN numbers
will vary.

POD 7 - CONTROL SWITCH
SWTCHID | PODPORT RANGE | BASE wLaN | wLANPOOL
—

—E 1-8 160 160-167

Step 2. Determine the actual VLAN number for each virtual network.

Add the base VLAN to the offsets in the table below. In this example, the VLAN Offset
Reference Table from the NETLAB,r Cuatro Router Pod Guide is used. Consult the
appropriate pod-specific guide to obtain the information for your pod.

The base VLAN value used below (160) is an example, the base VLAN of your pod will
vary.
VLAN Offset Reference Table — Cuatro Router Pod

Virtual VLY Offset
Machines Switch (add to base VLAN) Actual VLAN Example
(VMnet)
PCla R1
PC1b VMnet +0 = 160 + 0 = 160
PC2 R2 = _
VMnet +2 160 + 2 = 162
R3 _ _
PC3 VMnet +4 = 160 + 4 =164
R4 = _
PC4 VMnet +6 160 + 6 = 166

In this example, we have determined that we must create VLAN adapters for VLANs 160,

162, 164, and 166.
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5.1.2 Determining VLANs Example 2 — Cuatro Switch Pod

In this example, we observe that the Cuatro Switch Pod uses 4 VMnets in the required
configuration. Since VMware Server supports 10 virtual switches, it is possible to host
up to 2 complete Cuatro Switch Pods on a single VMware Server.

Each virtual switch is mapped to a specific VLAN and bound to the VMware inside
802.1Q NIC card. The actual VLAN numbers used are based on the pod’s ID number.

PCla and PClb share a common VMnet and VLAN.

Virtual Machines

‘__Virtual Adapter

ost & Intel 802.1q NIC

n a . 802.1q Trunk
ALS1 VMnet Any Reserved Port
VLAN +0 s
= v i

: Control Switch

/T\km

\11 I I
ALS1

Lab Devices

ALS2 VMnet
VLAN +1

Host B R DLS1 VMnet
E__’ VLAN +2 | \/mware Server
I:; DLS2 VMnet
Host D n VLAN +3

Each NETLAB, pod is automatically assigned a pool of unique VLAN numbers. You must
determine which VLAN numbers correspond to each virtual switch on the VMware
server.

dgdl G
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Step 1. Determine the Base VLAN for the pod.

The base VLAN and VLAN pool numbers are displayed on the Pod Management page in
the Control Switch table. Please see the Verifying Your Settings section of the NETLAB+
Administrator Guide for details on accessing the Pod Management page.

An example of the VLAN pool information available on the Pod Management page, your
VLAN numbers will vary.

POD 10 - COMTROL SWITCH

SWITCHID  PODPORT RANGE | BASE WLAN | wLANPOOL
—
e 2 9-12 190 190193

In this example, Pod 10 uses VLANs 190-193. The base VLAN is 190.
Step 2. Determine the actual VLAN number for each virtual network.
Add the base VLAN to the offsets in the table below. In this example, the VLAN Offset

Reference Table from the NETLABr Cuatro Switch Pod Guide is used. (Consult the
appropriate pod-specific guide to obtain the information for your pod)

The base VLAN value used below (190) is an example, the base VLAN of your pod will
vary.
VLAN Offset Reference Table — Cuatro Switch Pod

M\alllcr::r?les V”t(L\j/?\I/lr?g;tCh (add toCLf;SsitVLAN) A ke Sl
HostA  ALSIVMnet +0 - 190 + 0 = 190
HostB  ALS 2 VMnet +1 - 190 + 1 = 191
HostC  DLS 1 VMnet P - 100 + 2 = 192
Host D DLS 2 VMnet +3 = 190 + 3 =193

In this example, we have determined that we must create VLAN adapters for VLANs 190,
191, 192, and 193.
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5.2 Creating VLAN Adapters

Based on the VLAN numbers you identified in the previous section, follow the steps
described in the subsections below to create each of the VLAN adapters required.

521 Create a Proper VLAN Adapter using an Intel Adapter

Navigate to the Network Connections panel:

» Start - Control Panel - right click on Network Connections - Open

You will create a VLAN sub-interface on the Inside Physical Interface (container
interface). Open the Network Properties window for the Inside Physical Interface.
Next, click the Configure button.

-4 Inside Physical Interface Properties 2 x|

General I Authentication I Advanced |

Connect uging:

S IntellR] PROA000 MT Metwark Con Canfigure... |

This connechion uzes the following items:

U % Client for Microzoft Metworks

U .@ File atd Printer Sharing for Microsoft Metwarks
[ %= Intel(R) Advanced Metwork Services Protocol
Elnternet Protocol [TCRPAR]

Install... | | Wrinztall I Froperties

8/12/2010 Page 116 of 159



N DG

NETLAB+ Remote PC Guide for VMware Implementation Using VMware Server 2.x www.netdevgroup.com

To create a VLAN:

» Click the VLANS tab.
» Click the New button.
» Enter the appropriate VLAN ID as per section 5.1.
» Enter a descriptive name(i.e. pod number and remote pc number) for the VLAN
Name field.
» Click OK.
=lo/x|
File Edt Yiew Favoribes Tif0800 Properkies
MName |
LAN or High-Speed Internet T _ Bioot Dpone I Direes ] Aatmcas
I..-_‘....L-:-:al.ﬁmav:ornetbmz |
- |mu=_mw|maiu] i ‘) Vitusl LANs
Qi x|
Wizard
YLANs associsted with this ad: | VLAN ID:
Ewmtmwu&d WLAN Mame |1|:|2
VLAN Mame;
I\’I.AHBFIEEM[Enged]
[T Urtagmed WIAN
C
. |WLANMame
A Type o label for the VLAN in the VLAN Name field. =
nore_mcr“u':mre:: This fiedd i3 for identification purposes only
annectity HOTE: VLAN names are imted to 32
ore ' characters.
1D Colurmn Dizplay:
1| Status Column  Indicate
Dizablec
Sobjects K
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5.2.2 Uncheck the Unused Protocols from Network Properties

After you add your pod VLANs, make sure VMware Bridge Protocol is the only selected
protocol.

Start - Control Panel - right click on Network Connections - Open

Select the detail view. View (menu item) - Details

% Network Connections

File Edit \iew Favorites Tools  Advanced  Help | .

Z‘New Connection Wizard

I Broadcom MNetkTreme Gigabit Ethernet #2

L, Inside Phwsical Interface

ENETLAE Inside Team Test WLAN 102 for NETLAE Pod
L NETLAE Inside TeamTest YLAN for METLAB Pod

b METLAE Inside Team)vLaM1 NETLAE Inside (IP Enabled)

BASP Wirkual Adapter #3 .
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Right Click your VLAN name -> Properties.

VMware Bridge Protocol must be checked. All others that you are able to uncheck
should be unchecked. There may be checked items that are required by the driver that
you do not have the option of un-checking (this is ok).

NETLAB Inside Team/Test ¥LAN for NETLAE Pod Prop... B [E4

General | Authentication I Advanced I E

Connect using:

B8 BASP Vitual Adapter #2

|:I| = AEGIS Protocol [IEEE 802 14 +3.4.3.0 | r
4 3

[nztall... | Urinztall | Properties |
— Dezcription

Alloves pour computer bo access resources on a Microsoft
hietwork.

¥ Show icon in notification area when connected
v Motify me when this connection has limited or no connectivity

k., Cancel

Traffic should be bridged, not routed, between equipment pods and VMware virtual
machines. Therefore, it is important to unbind TCP/IP and Microsoft client protocols
from each of the 802.1q sub-interfaces on the VMware host adapter that are associated
with lab VLANs.
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5.3 Mapping VLAN interfaces to available Virtual Networks (VMnets)

The VMware Virtual Network Editor is used to bridge virtual networks in VMware to real
networks in NETLAB+ (review section 5.2). On a Windows VMware Server host, you may
create up to 10 virtual networks (VMnet) that can connect one or more virtual machines
to a VLAN in NETLAB+. By default VMnet0, VMnet1, and VMnet8 provide special
functions. See Appendix A for a description of how to reclaim them for external
connectivity to NETLAB+.

To allocate a virtual switch and connect to a VLAN in NETLAB+:

» Access the Virtual Network Editor (see 3.11) and select the Host Virtual
Network Mapping tab.

» Assign an available VMnet to a VLAN interface. Each VLAN created, as per
section 5.2, should be available in the drop down lists.

This image uses VLAN 153 as an example; your selections will vary.

i Wirtual Network Editor =

5ummar_u| Sutomatic Bridging  Host Virtual Metwork Mapping | Host Wirtual .ﬁ.daptersl DHEF‘I MAT I

VMnetd I Whlware Metwork, Adapter Y netd

Y et I Intel(R] PROA00+ Dual Part Server Adapter 2 j _I
YMnetl Iﬁ YWidware Metwork &dapter Y netl j J
WMnet2 Mot bridged [ J
Vhinet3 ﬁ gzgzsﬁl_m 39 Famll PCI Fazt Ethernet MIC J
b netd : - J
YMnetS | ot bridged J
VMnets | ot bridged J
VMnetZ | pot bridged J
]

|

il ) ) )

YMed 1 ot bridged

If the VLAN interfaces do not appear from the drop down list, the system will require a
reboot to initialize the newly created adapters. Any VLAN interfaces created during
the process described in section 5.2 only show up in the VMware Virtual Network Editor
after the server (or VMware host) has been rebooted.
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5.4 Configure a VM to use the correct VMnet (using VI Web Access)

Once you have added the proper VLANs and mapped them to an available VMnet, you
are ready to configure each virtual machine to use the appropriate VMnet.

1. From the VI Web Access page, select the virtual machine from the inventory list
and locate Network Adapter 1 in the Hardware Section of the Summary tab.

Inventory ﬁj NMETLAB_Server_3_¥M_2
v @ vmservers Summary || Console Tasks | Ev
& NETLAE Server_3_WM_2
[ METLAE_USE_VMZ Hardware
G NETLAB_WwM_1
G NETLAE_WM_TEST ® | Processors
E NO_TOOLS ~| Memory

POD_¥_PC_v_for_doc
&= = Hard Disk 1 (SCSI 0:0)

| Metworl: Adapter 1

B
&) = cD/OVD Drive 1 (IDE 1:0)

*| SCEI Controller 0
2. Click on Network Adapter 1 and select Edit.

3. Review the available VMnet selections in the Network Connections section.
Your VMnets mapped as per section 5.3, should appear as pulldown selections.
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g Metwork Adapter 1

Device Status

r
-

¥| Connect at pawer on

Metwork Connection

VYMnetz -

Bridged
H Hoston |y
MAT

i:u:?f:lf

{ Generated by the host
Choose this option if this virtual machine's host should
generate a MAC address for this netwaorlk adapter,

i~ Manual
Choose this option if vou want to specify this network
adapter's MAC address. The walid range of addresses is
00:50:56:00:00:00 through 00:50:56:53F:FF:FF.

¥irtual Device

Device Type: Flexible

VMnet selections will not appear until you have mapped a VLAN interface to a VMnet
(using Virtual Network Editor). If you have mapped your VLANs using the Virtual
Network Editor and the VMnets do not appear from the drop down list, the system
will require a reboot to update the VMware Server services.

4. Select the proper VMnet for this VM. If you do not select the correct VMnet,
your virtual machine will not use the proper VLAN adapter and cannot
communicate with lab gear during a lab reservation. The proper VMnet to
choose for the virtual machine is the VMnet that was mapped to the VLAN of the
virtual machine (see section 5.3).

5. Take a final snapshot of your virtual machine (see section 4.14).
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5.5 Deleting the Placeholder VLAN 3

Recall from section 3.4.5 that VLAN 3 was created as a temporary placeholder. This was
necessary in order to create untagged VLAN 1, since 2 VLANs must exist before VLAN 1
can become untagged. VLAN 3 may now be deleted.

Return to the Network Properties window for the Inside Physical Interface (see section
3.4.5). Next, click the Configure button.

-4 Inside Physical Interface Properties il |

General I Authentication I Advanced I

Connect uzsing:

B8 Intel(R] PROA000 MT Metwaork Con Configure. . |

Thiz connechion uzes the following ikems;

l E’i Client for Microsoft Metworks

U .E'. File and Printer Sharing for Microsoft Metworks
L] %= IntellR] Advanced Metwork Services Protocal
Elnternet Protocol [TCRAR]

Inztall... | | rinetall I Froperties

> Click the VLANs tab.
» Select VLAN3 Placeholder (Bridged)
» Click Remove to delete the VLAN.
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Intel{R) PRO;1000 MT Network Connection Proper ed |

General ink Soeed Advanced I Fower Management I

Teaming Boot Agent I Diriver I Fezources

(inter Virtual LAMs

Y AMs azsociated with this adapter

LA Narme | ID | Status |
WLAN120 120 Enabled
WLANT23 123 Enabled

New. | Modiy.. |

Allows vou to configure Virtual LANs WLAN=) for an adapter. -

NOTE: After creating the VLAN, the adapter
az=ociated with the VLAN may have a momentary loss
of connectivity.

(] . .
Column Dizplays the WVLAN= ID.
Status Indicates if the VLAN iz Enabled or Dizabled. ﬂ

| k. I Cancel |

Select Yes to confirm the delete of VLAN 3.

Remove YLAN El

L] E Are you sure you wank to delete the selected WLANST
L
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Part 6  Verifying Connectivity and Troubleshooting

This section provides guidance on common troubleshooting issues associated with the
implementation of VMware Server with NETLAB+ and guidance on verifying connectivity
after installation. Please review the material in this section prior to contacting NDG for
customer support (see Appendix C).

Objectives

e Verifying connectivity between virtual machines and lab gear.

e Reviewing and/or modifying virtual machine settings for existing virtual
machines.

e |dentify and resolve the most frequently encountered VMware issues.

6.1 Verifying Connectivity Between Virtual Machines and Lab Gear

We strongly encourage verifying the connectivity between your virtual machines and lab
gear after completing the processes outlined in Part 5, using the method described in
this section.

The troubleshooting methods shown here can also aid you in determining why a remote
PCin a NETLAB+ pod is having network connectivity problems.

Verify that your pod is online (see the Equipment Pods section of the NETLAB+
Administrator Guide) and that the pod passes the pod test (see section 4.15).

The example below illustrates a NETLAB,: BRPv2 topology installed as Pod #5 on Control
Switch #4:

BRPv2 Lab Device Device Port Control Switch #4 Port NETLAB+ Pod VLAN

Router 1 fa 0/0 fa 0/1 140

fa 0/1 fa 0/2 141
PC1la virtual NIC fa 0/23 140
PC1b virtual NIC fa 0/23 140
Router 2 fa 0/0 fa 0/3 142

fa 0/1 fa 0/4 143
PC2 virtual NIC fa 0/23 142
Router 3 fa 0/0 fa 0/5 144

fa 0/1 fa 0/6 145
PC3 virtual NIC fa 0/23 144
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In order to test the connectivity between remote PCs and neighboring lab devices, using
the above example, you may follow these steps, using an Instructor Account (see the
Manage Accounts section of the NETLAB+ Administrator Guide).

1. Make alab reservation.

2. Configure IP addresses on the remote PCs and neighboring lab devices you will
be testing.

3. Inthe example above, PCla and PC1b should share the same VMnet, so they
should be able to ping each other. If they cannot ping each other, then you
should review the following:

e What VMnet is PCla and PC1b using? (refer to 5.3)

e |Isthere a firewall installed or enabled on the virtual machine?

4. To verify the connectivity between remote PCs and neighboring lab devices, you
should test the following:

e Ping from PCla to R1 and vice versa.
e Ping from PC1lb to R1 and vice versa.
e Ping from PC2 to R2 and vice versa.
e Ping from PC3 to R3 and vice versa.

5. If you can ping from a remote PC to a neighboring lab device, but cannot ping
from the lab device to the remote PC, then you may want to determine if there is
a firewall installed or enabled on the virtual machine.

6. If any of the tests from step 4 completely fail (you cannot ping from remote PC
to neighboring lab device and vice versa), then you will need to analyze the
network traffic on the control switch. Using the above example, perform the
following steps:

e Connect a PC or terminal to the console port of the control switch.

e Type “show vlan” or “show vlan brief” to view the VLAN status on the
control switch.
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The control switch console password is router. The enable secret password is cisco.
These passwords are used by NETLAB+ automation and technical support - please do
not change them.

NETLAE 141
METLAE 142
METLAE 143
NETLAE 144
METLAE 145

During a lab reservation, you will notice the active lab ports and their
VLAN assignments. From the example above, Pod #5 is a BRPv2 installed
on ports fa0/1 through fa0/6 on Control Switch #4. The base VLAN for
this pod is 140.

e On the control switch, type “show interfaces trunk” to view the trunk
information.
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dffshow inter

Mode

ar

Ylans allowed
140,142,144

trunk

Encapsulation
80Z.1g

on trunk

Vlanzs allowed and

140,142,144

anning t
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and not prunec

This command will reveal whether or not you have properly configured the
control switch port that connects to the VMware trunking port. The
following shows the proper configuration for the example above on port 23

of Control Switch #4.

netlah
Buildi

howW running

ption trunk +*:
hp ort

chport tr pruni
ritchport mode trunk

Titchport nonegotiate

no ip addre

end

8/12/2010

guration...

rare 10.0.0.25
1lation dotl q
wlan 140,142,144

wlan none
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e Obtain the MAC address of a virtual machine by using the “ipconfig /all”
command at the command prompt of the virtual machine.

S WINDOWSS System32 cmd.exe

Microsoft Windows HP [Uersion 5.1.26801
¢G> Copyright 1985-28081 Microsoft Corp.

C:~Documents and Settings“Pod 5 PC_20ipconfig ~all
Windows IP Configuration
Hoszt Mame . . . . . UH-51E
Primary Dnz Suffix
Mode Tupe . . . .

IP Routing Enahled:
WINE Proxy Enabled.

Unknown
No
Ho

Ethernet adapter Local Area Connection:

Connection—specific DHS Suffix
Description . . . . . . - . .
Physical Address. . . . . .
Dhcp Enabled. . . . . . . .
Autoconf iguration Enabled .
Autoconf iguration IP Address
Subnet Mask . . . . . . . .
Default Gateway . . . . . .

UMuare PCT _Fthernet Adapter
B—BC—29-2F-5°7-F2

TES

Yes

169 .254 123 .184

255 .255.8.8

C:sJDocuments and Settings“Pod & PC_23*

e On the control switch, type “show mac-address-table dynamic”. Use the
MAC address table to verify: 1) whether the MAC addresses of the
remote PCs are in the table and 2) if these MAC addresses are in the
correct VLANs.

o0oe
ooin Laaed
oooo. 0« Cbhdl1E
ooo 1.1be7
000d. &0 f3.1757

1109

ceriterion: 11
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7. If any of the tests from step 4 completely fail (you cannot ping from the remote
PC to a neighboring lab device and vice versa), and the MAC address of a remote
PCis either:

a. Notin the correct VLAN or

b. Does not show up in the control switch MAC address table, please review
the VLAN and VMnet settings for your NETLAB+ pod very carefully. Refer
to Part 5 for complete details.

Possible error conditions include:

e Anincorrect VLAN ID was entered when creating a VLAN interface.

e No VLAN or anincorrect VLAN was mapped to a VMnet using the Virtual
Network Editor

e The wrong VMnet was configured for the Virtual Machine’s configuration
(using the VI Web Access page). In this case you would have to take a
new snapshot (after correction is applied).

e The control switch port (for the Inside Connection) is not trunking or not
allowing the correct VLANSs.

If you are in the process of installing a new NETLABe pod on your NETLAB+ system,
please return now to the respective pod-specific guide for your pod. The final chapters,
Testing the Pod, and Finishing Up provide details that will allow you ensure your pod is
installed properly and ready for use.
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6.2 Review and Modify VM Settings For an Existing Virtual Machine

Section 4.1 outlined the creation of new virtual machines using the New Virtual Machine
Wizard. This section describes how to verify and/or modify the VM settings of an

existing virtual machine for integration with NETLAB+.

Using the VI Web Access page, select your virtual machine from the Inventory and click
Configure VM in the Commands section.

istrator@169.254.0.250)

wil| ¥YMware Infrastructure Web Access {admin

Application Wirtual Machine Administration

HIRE

| Marketplace | Log Out

Inventory

1 METLAB_Server 3_¥M_2

¥ Q YIservers

METLAE _USE_ WMz
METLAE WM _1
METLAB_YM_TEST
NO_TOOLS
POD_¥_PC_7_for_doc

B & B B B

8/12/2010

sumrary

| Console |:|||Tasks ” Events ” F‘ermissiu:uns|

BRI Y| MEMOFY

Hard Disk 1 {(SCSI 0:0)
Metworlk Adapter 1
COD/DVD Drive 1 (IDE 1:0)
SCSI Controller O

1

£

g

B

=

-

ol

Commands [=]

Power Off

Suspend

Reset

fidd Hardware

Snapshot o
Take Snapsl

Configure WM

enerate Virtu

Relationships [~ LI
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The settings on the general tab include the Virtual Machine Name, Configuration File,
and your selection of guest operating system.

The machine and file names shown here are for example purposes, your selections may
vary.

General ” iner” Snapshnt” Advanced |

¥irtual Machine Mame

|
I| NETLAE_Server_3_WM_z |
| |

Yirtual Machine Configuration File

I [standard] METLAR_Server_3_WM_2/METLAB_Server_3_WM_2.vmx

Guest Operating System

* windows operating system

| Microsoft Windows Server 2003, Standard Edition (32-bit) |v|

" Linux operating system

" Novell Netware

" Solaris operating system

i Other operating systems
Working Directory

[standard] METLAR_Server_3_WM_z4
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Select the Power tab to display the Power settings. Use the default selections for Power
settings, as shown in the screenshot below.

General | Power || Snapshot || Advanced

Power Controls

By default use the fallowing actions to power off and reboot this virtual

rmachine,

Shut Down Guest -
(0| Suspend -
W3 | Restart Guest -

¥Mware Tools Scripts

Ulse YMware Tools to run scripts at the following times:
v| After powering an
v| After resuming
v| Before suspending
v| Before powering off
BIOS Setup
Enter the BIOS setup screen the next time this wirtual machine boots
Advanced
Check and upgrade YMware Toals before powering on

Synchronize guest time with host
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Select the Snapshot tab. The When Powering Off option must be set to Just Power Off.
If these options are unavailable, check to make sure the Virtual Machine is neither
running nor suspended.

General ” F‘u:uwer” Snapshut” Advanced |

Current Snapshot
Mo current snapshot,

[]Lock this snapshot
Prewent the current snapshot from being updated.

When Powering OFff

* Just power off

i Revert to snapshot

= ask me

If this virtual machine must connect to an external network, such as a VLAN behind
NETLAB+, you must connect a virtual network interfaces to the desired VMnet (see
section 5.4 for details on accessing these settings).

Metwork Adapter 1

Device Status

& Connect
% Dizconnected

I Connect at power on

Metwork Connection

Cubnetz |+ I< As Required

MAC Address

| 00:0c:29:5h:7F:1f |

i* Generated by the host
Choose this option if this virtual machine's host should
generate a MAC address for this network adapter.

" Manual
Choose this option if vou want to specify this networl
adapter's MAC address. The valid range of addresses is
00:50:56:00:00:00 through 00:50:56:3F:FF:FF.
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Verify the settings for the CD/DVD drive (see section 4.4 for details on accessing these
settings). Uncheck the Connect at power on box. This is necessary to prevent the
virtual machine from attempting to connect to the VMware host’s CD/DVD device,
which could result in undesired properties or boot errors.

8. CD/D¥D Drive 1 (IDE 1:0)

{* Host Media —
se dewvices and files on the host system.

" client Media
se WMware Remote Console to select devices and files on your client
system,

Device Status

" Connect
' Disconnected

[ ] connect at power on I i

Connection
% Physical Drive

se the fallowing optical drive:
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You may also point the CD/DVD device connection to a unique I1SO image on the local
VMware host. If you choose this option, make sure each virtual machine you create
does not point to the same ISO file. Otherwise, you may see some undesired
properties or boot errors.

8. CD/DYD Drive 1 (IDE 1:0)

Connection
™ Physical Drive

Use the following optical drive;
O -

% Use ATAPI ernulation

& Access the drive directly

' IS0 Image

Choose the optical disk image path:

Browse...

Yirtual Device Mode

adapter:  IDE 1 - Device: | 0 (COD/DYD Drive 1) -

Help I (1] 4 | Cancel
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6.3 The Most Frequently Encountered VMware Issues

If you are experiencing problems with your virtual machines or they are not passing the
pod test, please review the following symptoms and resolutions carefully:

1. Symptom: The user runs a pod test and the results indicate that the remote

display settings are missing or misconfigured.

Additional information regarding error conditions is available by selecting the
hyperlinked text within the details section of the pod test results.

NETLAB+ 2009 .R1 |

Admin

TESTING PQD 5

admini

DEVICE TYPE

| _l Standalone PC WIWWARE Server 210

CETALS

® Confiour ston parameter RemoteDisplay vnc enabled |5
or iz =&t to falze, should be set to frue

® Wil REMOTE DISPLAY WHNC NOT EMABLED error (c
for hedo)

® Configuration parameter RemoteDizplay vnc password
set, should be =ed to NETLABD

* W REMOTE DESPLAY WMC PASSWORD MOT SET
(cick link for help)

® Confour aton parameler RemoteDisplay vnc. por i not
shwouid be et to 5917

® Whl FEMOTE DEPLAY WHNC PORT MOT SET error i
tor help)

[0 2] PO § FAILED

8/12/2010

[000e13] PC1T: Testing virtual machine and Wiseare I AP - FAIL, Configuration parameter RemoteDisplay vnc enabled
iz not =& or iz et to falze, showld be =& totrue, W _REMOTE_DISPLAY WHMC_MNOT _EMABLED errar, Configuration
parameter Remotelisplay wnc password is not 221, shoukd be $el to NETLAB,

WM _REMOTE_DISPLAY _WHC_PASEWORD_NOT_SET error, Configuration parameter RemoteDisplay vms por ks not

=
=, 'I
mbnmachal b ok hn EEAT I FIELSTE A AL LS FUSET REST SET

Resolution: Each virtual machine allocated for a NETLAB+ pod for remote PC
access should have the VNC settings saved into the VMX file. This procedure is
described in section 4.13.
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2. Symptoms:
a. The pod test is taking an unusually long time, fails to complete or
b. You see the following error in the pod test:

METLAB+ 2009 .R1

Admin admini

TESTING POD 5
CEVICE TYPE TEST STATUS CETALS

® K could not get VNG zettings

® statuz=fail error="couid not read ve
FemoteDizplay wnic_anakled” vi:_srror
virlusal maching nesds to be powered |
i _grrcode="v ¥ _E_Wi_MOT_RLBNI
(I006)" hogt="169.254 025" port="5.

I standaione PC wMWARE Server 20 WMTEST | (@ FALED

0D TEST LG

[O0:12] POD 5 FALED

[O0:0E] PCAT: Testing virtual machine and Yidware VIX AP - FAIL, %[ could not get YNC zettingz, status=tfail arror="
niot read variable RemoteDizplay wnc snsled” vic_error="The virtual machine needs to be powered on'
wix_errcode="YI{_E_VM_NOT_RUNNING (300B)" host="1E68 254 0.250" port="0333"

TESTING POD 5, Standalone Computer Pod, Support for 1 PC.

Resolution: These symptoms are related to incorrect snapshot settings. The
Virtual Machine should have the snapshot setting of Just Power Off (see section
4.2).

3. Symptom: You are unable to ping lab gear from the virtual machine.

Resolutions: See section 6.1 for an example of a troubleshooting scenario.

a. Network traffic should be bridged, not routed, between equipment pods
and VMware virtual machines. Therefore, it is important to unbind
TCP/IP and Microsoft client protocols from each of the 802.1q sub-
interfaces on the VMware host adapter that are associated with lab
VLANs. Reference section 5.2.2 for full details.

b. Each virtual machine should have the proper custom VMnet selected and
that VMnet should be mapped to the proper VLAN adapter. Reference
section 5.3 for full details.

c. Disable built-in firewalls on the virtual machine (Windows firewall, for
example).
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Windows Firewall

E=xceptions I Advanced

“'our PC ig not protected: turn on indows Firewall

Windows Firewall helps protect your computer by presenting unauthonzed uzers
from gaining access ko pour computer through the [ntermet or a nebwork,

@rgn

Thiz zetting blocks all outzide sources from connecting to this
computer, with the exception of thoze zelected on the Exceptions tab.

[ Don't allow exceptions

Select thiz when pou connect to public netwarkz in lezs secure
lozations, such az airportz. 'ou will nat be notified when Windaws
Firewall blocks programz. Selections on the Exceptions tab will be
ighored.

@ & of
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4. Symptom: A Pod test failure indicates API-Fail incorrect user or password.

METLAB+ 2009.H

Bdmin adm

ESTING POD &
DEVICE TYFE TEST STATUS DETAILS

® |ncorrect user of password

® WV LISER PERMESIONS erfor (Cick ink Tor halp)

® status=fail error="host connect faled" vix_error="insu
petmisions in host opersting system!
wix_strcode="YDE{_E_HOST_UISER_PERMSSIONE (30N 4)
hioest="1 69 254.0.250" pord="8333"

[i00: 5] PO 5 FAILED

(000 PCA T Testing virual machine and Yihaare Wi AP - FAIL, Incorrect user or password, YM_USER _FERMSSIONS
errar, statug="1al error="host connect falked” vioo_error="Insufiicient permizsions in host operating system”
wiz_errcode="%0{_E_HOST_USER_PERMSSIONS (3014)" host="169 254.0.250" port="§333"

TESTING POD 5, Standalons Computer Pod, Support for 1 PC,

|:I Standalone PC WWARE Server 2.0 VIMTEST @) FAILED

Resolution: Make certain you have created the management account (section
3.9) and you added to proper permissions (section 3.10).

5. Symptom: My keyboard and/or mouse are behaving very erratically (sub as,
double letters, or the mouse is very jumpy) when using the NETLAB+ Remote PC
viewer.

Resolution: Each virtual machine should have VMware Tools installed. Refer to
section 4.5 for full details.

6. Symptom: | am using a non-Windows guest operating system, and | cannot get
the mouse to behave properly.

Resolution: Some guest operating systems, such as Linux, require very specific
steps to install VMware Tools properly. For example, most Linux VMs require
you to run a configuration script to complete the VMware Tools installation. Do
not assume that VMware Tools is properly installed without reviewing the
guidelines as per the VMware documentation:
http://kb.vmware.com/selfservice/dynamickc.do?externalld=340&sliceld=2&co
mmand=show&forward=nonthreadedKC&kcld=340.
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7. Symptom: You are in a NETLAB+ reservation and the Remote PC viewer is
slightly sluggish in performance.

Resolution: Each virtual machine should be adjusted for optimum remote
display access (see section 4.6):

Minimal screen resolution with 32-bit color quality (see sections 4.6).

Do not use a graphical background. The desktop background should be
plain or none (see section 4.8).

Adjust the visual effects for best performance (each O/S may have
different settings, see section 4.7).

8. Symptom: Your virtual machines are giving an “UNKNOWN” status from the
Status tab of a lab reservation in NETLAB+.

8/12/2010

Resolution: Review the following potential causes:

a.

We recommend no more than 10 to 12 virtual machines, MAXIMUM, per
server that meets the MINIMUM requirements in section 2.2. Each
virtual machine uses CPU cycles and memory on the server. As a simple
rule of thumb, divide the processor clock speed by the number of virtual
machines to determine the speed of each virtual machine in a heavily
loaded environment (i.e. all pods are running at the same time and users
are working on the PCs). For example, a 3GHz processor could run 10
virtual machines at 300MHz each. This does not account for overhead on
the host operating system.

If your VMs are running in a heavily loaded environment, the VMware
daemon process may stall, hang, or become unresponsive. This could
cause requests from the NETLAB+ server to be ignored. This would give
an “UNKNOWN” status for your remote PCs from the Status tab of a lab
reservation in NETLAB+.

Each virtual machine should have their virtual CD/DVD device disabled,
(section 4.4).

Verify each VM setting from section 6.2.
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Appendix A Using Reserved Virtual Networks for External Connectivity

VMware uses three of its virtual networks (VMnet) to provide special guest services
such as NAT and DHCP. By default, virtual networks VMnet0, VMnet1, and VMnet8 are
unavailable for external connectivity to lab networks behind NETLAB+. However, if the
built-in services are not needed, you can reconfigure and reclaim these virtual networks
for external connectivity.

NETLAB Academy Edition” pods do not utilize the built-in VMware networking services.
Therefore, the steps outlined below will maximize the number of available virtual
switches that can interface with lab pods.

Open the Virtual Network Editor (see section 3.11) and select the Automatic Bridging
Tab.

4 ¥irkual Nekwork Editor x

summary | Automatic Bridging | Host virtual Network Mapping | Host virtual Adapters | DHCP | naT | |

Ilze this page to control the automatic bridging of YMnetd to the First available pheysical Ekhernet
_ adapter on the host,

Autornatic bridging

[ Automatically choose an available physical network adapter to bridge to YMneto;

rexcluded adapters

(o mok athempt to aubomatically bridge to the Fallawing adapters;

Add... | Bemove |

K I Zancel | apply | Help |

8/12/2010 Page 142 of 159



N DG

NETLAB+ Remote PC Guide for VMware Implementation Using VMware Server 2.x www.netdevgroup.com

1. Click on the DHCP tab.
2. Remove VMnetl and click Apply.
3. Remove VMnet8 and click Apply.
The service status should change to Stopped.

i Yirtual Network Editor

Summar_l,ll Automatic Eridgingl Hozt Yirtual Mebwork, Mappingl Host Virtual Adapters  DHCP | MAT I

—DHCF

irtuial M etwark, Subnet M etrnagk.

192168, 40. 1 2002505 256 1

132168.11. 0 255.255.255. 0

Add Hew. .. | Properties | Remove
— DHCP zervice
Start service | Stop zervice | Restart service |
Service status: Started Service request;

k. I Cancel | Apply il Help
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4. Click on the NAT tab.
5. Change VMnet host to Disable and click Apply.

The service status should change to Stopped.

i Wirtual Network Editor
5ummar_u| Autornatic Bridgingl H ozt Wirtual Metwark:, Mappingl Host Wirtual .ﬁ.daptersl DHCP  MAT I

Whdnet host: Edit |

Gateway IP address: I 192 1R . 40 . =2

Netmask: | 255 . 2585 . 255 . O
MNAT service

Start zervice | Stop semvice | Restart zervice |
Service status: Stopped Service request;

All ten VMnet virtual networks can now be used to provide connectivity to external
VLANSs. This process is described in section 5.3.
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Appendix B Copying VMDK File to Clone Virtual Machines

Once you have successfully created a single virtual machine, you may clone this VM to
create new VMs as a short cut. This would essentially save the time it takes to install a
new guest operating system and VMware Tools.

Each guest operating system is fully functional and must meet the vendor's licensing
requirements.

This short cut is useful only if your NETLAB+ pod VMs are going to have similar virtual
machine settings:

e VM memory size (can be adjusted easily after new copy is created)
e VM hard disk size (cannot be adjusted easily)
e VM Operating System (this must be the same if you are cloning)

The following steps highlight procedure for cloning your virtual machine to create new
VMs. It is assumed you have successfully created a single VM as per Part 4.

1. Create a new Virtual Machine by following the exact steps from sections 4.1

through 4.2. Make sure your new VM has the same hard disk size and VMDK file
name as the VM you are copying.

Always create a new virtual disk for your VMs; do not use an existing virtual disk
(each VM, whether copied or not, should have its own unique virtual hard disk).
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2. Copy and Paste the VMDK (VMware virtual disk) file from the directory of the
virtual machine you are copying to the directory of the VM you just created (the
VM directories should be located in the Virtual Machines directory on your host

server).

Do not cut, move, or rename the VMDK file. The new VM’s virtual disk file
(VMDK) will be overwritten by the VMDK file you are copying. If you have not
renamed the VMDK files, then the VMDK file names should be the same in both
directories.

@ C: ¥irtual Machines \NETLAB_¥M_2Z
File Edit ‘ew Favoribtes Tools  Help | s
Q Back = . - b | ,: Search | * Folders | B
Address [ C:\virtual Machines|NETLAB_YM_2 = e
Folders X | _Mame = Size | Type | Date Modified | at
@ Desktop reeram 9KE File 6/5/2007 11:20 PM A
EI My Documents E] wmware-0, log 4 kKB Text Document &15/2007 &30 FM A
= :\J My Computer E] vmware-1,log 14 KB Text Document 6152007 6124 FM A
1 < Lacal Disk (C:) E] vImware-2.log 21 KB Text Document BJ5/2007 6:23 PM A
) Documents and Settings [? vn.w-;are.log L . 215KE  Text DDCL!ITIEn::dl ) £5{2007 11i20 Pr &
) DRY ? Windows XP Professional-000002 ., wrm 704 KE  WMware virtual disk ... 6/5/2007 11:20 PM A
) Intelio.1 =i 4,726,784 KB WMware virtual disk ... 6f5/2007 6:24 PM A
) Program Files windows %P Professional, vmsd 1KE WM3D File BJS[2007 Gi24 PM A
5 ) Virtusl Machines @ Windows XP Professional. wmz ZKB  WMware Configurati...  6f5/2007 11:20PM A
B B . )
) DEM_YM % \Windows %P Professional-Snapshoté. vmsn 16 KE  WMware virtual mac...  6/5/2007 6:24 PM A
5 NETLAB_¥M_1
12 METLAB_WM_2
) Windows XP Profess
[ Windows %P Profess
I W INDOWS
) wmpub
B wusersea (00)
D’ Control Panel
\\-j My Metwork Flaces
2 Recydle Bin
1] | M o4 | |

3. Start the new virtual machine you have just cloned. It should be an exact copy of
the VM you copied. Make any necessary changes to the copied VM, to separate
it from the copied VM (i.e. if these VMs will be networked on the same subnet,
you may want to change the Computer Name or IP settings).

4. Power down the cloned VM and take a snapshot to save your work.

5. Repeat steps 1 through 4 above to clone any further required VMs for your

NETLAB+ pods.

6. Perform a pod test (see section 4.15) to verify connectivity.

8/12/2010
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Appendix C Contacting NDG for Technical Support

If you need to contact NDG for support, please be aware that VMware Server is a third
party product. NDG cannot transfer a customer to the VMware help desk, but we will
do our best to help you setup and operate a remotely accessible PC or server using
supported VMware virtualization products on your NETLAB+ system under the following
guidelines:

1. The NETLAB+ administrator has thoroughly studied the NDG documentation
including this guide, and attempted to install Virtual Machines (VMs) based on
NDG recommendations.

2. Remote access to both the VMware Server and NETLAB+ server provides the
most effective way for NDG to assists customers.

a. NDG provides up to 2 hours of support assistance for customers with
current NETLAB+ support agreements if remote access is enabled.

b. NDG can remotely troubleshoot a VMware server from the NETLAB+
server. Please contact NDG for specific instructions.

c. Remote access to the NETLAB+ server is provided via SSH (preferred) or
Telnet. Please reference the NDG CSS whitepaper for port details.

d. We request that the NETLAB+ administrator be present while NDG is
providing assistance.
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Appendix D Upgrading from VMware Server 1.0 and GSX to VMware Server
2.X

There are several modifications required in order to update an existing virtual machine
running VMware server 1.x or GSX to VMware server 2.x.

1. Modify the power-off option to Just Power Off. The VMware APl in VMware
Server versions 1.x does not currently provide a mechanism to manage
snapshots. NETLAB+ works around this limitation by utilizing a dialog. If you are
upgrading to VMware Server 2.x, it is necessary to change the power-off option
from Ask Me to Just Power Off. Please refer to section 4.2 for details.

2. Modify the PC Type setting to VMware Server 2.0. This value is must be set for
each virtual machine that you are upgrading to VMware Server 2.x. Please refer
to 4.12 for details.

FC 1D 17

P Mame gj Standalone PC

Type YWARE Server 2.0 w
YWhiware Host IP Address 10.0.0.27

Yhlware Host Username METLAB

Yhlware Host Passward METLAB

“hiware GGuest Configuration File || [standard] METLAB_Wh_T\NETLAB_Wh_T wmx
Whlware Guest Operating System || Windows =F hd

Remotelisplay.vnc.enabled = "trua”
Yhiware Guest WHNC Settings Remotelisplay.vnc. password = "NETLAB"
Remotelisplay.vnc. port = "65917"

Access Method WHC |
Admin Status OMLINE  |»
Options revert to shapshat during scrub operation
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3. Modify the value of the VMware Guest Configuration file to the format of a
relative path name. This value must be set for each virtual machine that you are
upgrading to VMware Server 2.x. This file name is typically in the form of
[datastore]<pc name>/<operating system>.vmx. Example: [standard] POD_1
PC_3/winXPpro.vmx. Please refer to 4.12 for details.

The use of relative path names is specific to VMware Server 2.x. VMware server
1.0 and GSX require absolute path names. If you are upgrading from VMware
Server 1.0 and GSX, you must change your configuration file path names to use
relative path names, as shown in the example above.

4. If you are converting a VMware 1.0 Virtual Machine to a VMware 2.x Virtual
Machine, please reference the appropriate procedure from the official VMware
documentation: VMware Server User’s Guide.

5. Run at pod test to verify the function of the API, see section 4.15.
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Appendix E Experimental Use of a Broadcom Networking Adapter

We strongly discourage the use of NetXTreme™ Broadcom networking adapters due to
a problem with the configuration utility and the use of VLANs. We recommend
upgrading to an Intel Networking Adapter for the inside interface.

Please refer to section 2.1.4.6 for details on this known issue.

This section below provides guidance for those who have already purchased Broadcom
adapters and wish to pursue experimental use.

Appendix E.1 VLAN Support for Broadcom Networking Adapters

VLAN support for Broadcom NetXTreme™ adapters is provided by the driver and the
Broadcom Advanced Control Suite (BACS) software. This software is often included on a
CD-ROM that ships with your server. You can also obtain an updated copy of this
software by downloading the driver for your specific adapter from the Broadcom
website. After successfully installing BACS, you can access the configuration tool from
the Windows Start menu.

» Start > All Programs - Broadcom - Broadcom Advanced Control Suite

Mame
3] Metwork Interfaces(Summany]
ﬁ [0002] Eroadoom Met<treme Gigabit Ethernet #2
4§ Test Pod
D Wirtual Adaplers
=23 Primary Adapters
ﬁ [Q001] Eroadoom Met<treme Gigabit Eth...

@ System Informes @ Tight¥MC
) WMware
@ HyperTerminal € Internet Explorer

t";] Outlook Express

. Pemote Assistance

Log OFf E Shut Down

Itﬁ start [ & @& @ ™ Eroadeom Advanced Con...l & Metwork Connections |

@ Accessories 3
@ Motepad F—E Broadcom 3
Compact Wireless-G USE Adapter ¢ [ y
Broadcom Adva m . . BT L R lLocation: ©1iProgram FilesiBro
Suike 2 @ Mozilla Firefox 3 : -
File W¥iew Tools Help

— @ Startup 3
3
3

All Programs
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Appendix E.2 Creating VLAN 1 — Broadcom Adapters

This section is an alternative to the procedure described in section 3.4.5. The use of an
Intel Networking Adapter is strongly recommended.

From the Network Connections window, identify the Broadcom-assigned name for the
Inside Physical Interface. The easiest way to do this is to click on the interface to
highlight it; the Broadcom name will be displayed in the status bar. Alternatively, the
Broadcom name is displayed as a tooltip when you hover the mouse over the Windows
interface name.

i'_i'; MNetwork Connections

Edit | o

Favarites Tools  Advanced Help [t

Eile Wign

IT Mew Conneckion Wizard

gabit Ethernet #2

IEru:uau:h:u:um Metktreme Gigabit Ethernetl =

On an Broadcom networking adapter, VLANSs are created using the BACS application:

Start - All Programs - Broadcom-> Broadcom Advanced Control Suite

Select the Broadcom name for the Inside Physical Interface (identified in the previous
step).

» Right click on the Broadcom interface name.
» Select Create a Team
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Broadoom Advanced Control Suite 2
Fie Yiew Jooks Hep
Name | Vital Sign IHaamml Hardware | Advanced | Network Test | Diagre 4 | *
= Mebacek, Inkesfaces]5 ummany]
i E210001] Broadcom Meb-reme Gigabst Et T I Information Value -
B3 (0002] Broadcom Netireme Gigabd EifSssiemsstis MAL Address 00-14-5E 6834 7E
= Peamanant MAC Addess 00-14-58 68-34-TE
Create a VLAN IF fddress 169.254.0.250
———— Diniver Status Loaded

Dhiiver Mame bS7Tp a2 avs

Dirver erzion 106212

Cinrver Date 0e/05/2008

Oifload Capabiities Ls0.COo

iSCS1 baal OFF

~ Matwork Status
& Link Stabuz Spead 100 Mbps
Duples Fudl
| - oK Concd | 20 | Heb | I EnableTraylcan
Creabe & team o

» Enter a descriptive name to identify the team.
» Select Generic Trunking for Team Type

The team must be set to Generic Trunking mode. This is required due to known issues
as described in section 2.1.4.6.

Mew Team Configuration E3

1
Ertes 5 name you il use to identify this beam III rizide Primang Team [gensnic tunking] I

— Team Type

™ Smart Load Balancing(TM) and Failever

 Link Aogregaltion (802, 3ad)
% Generic Trunking [FEC/GEC)/S02 322 Dinaft Statcl]

{7 SLB [AutoFalback Disable]

TCP Oifload Ergine [TOE ) support iz supparted ol om an SLB beam bpe. |F 3 team bpe othes
than 5LB is zelectad, no TCP connections wil be offleaded

[ hews | oo Cancel | Help
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» You must assign the trunking interface to a load balance membership to

continue.
» Click Apply.
Mew Team Configurakion E
— Merrber Assignment for Team : Inside Primany Team [genenc tunking)
Ayailable Adapters TOE LSO Ico
[0002] Broadeom Mel<ireme Gigabit Ethemnst #2 N h h )
hd
Standsy Member | T
4 | 1|
Teamn Difload Capabilities: LS50, CO s
¢ Back Mest » Aol Cancel | Help
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Create an Untagged VLAN.

» Check the Untagged VLAN checkbox.
» Name the VLAN, “VLAN1 NETLAB Inside (IP Enabled)”.
» Click Apply.

Add ¥LAN Ei |

—WLAN 1D

Enter the YLAM 1D that will identify a WLAM in wour IIJ
network, [Fange ;0 - 4034)

¥ Untagged WLAN

—WLAN Mame
Enter a name pou will uze to identify this WLAN

WLANT NETLAE Inside [IP Enabled]

< Back I Preview I Apply Cancel Help
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If you expand the tree nodes, the Broadcom Inside Interface should now have a
structure that looks like this:

“¢, Broadcom Advanced Control Suite 2 H=] 3
File Wiew Tools Help
RE | | Team Properties | Statistics I =
E<9 Network Interfaces(Summary]
i E8 [0002] Broadcom Nettreme Gigabit Ethernet #2 Infarmation | walue
SRR §HE TLAE Inside Team Team Mame METLAB Inside Team
B} Yitual Adapters Team Type Smart Load Balancing
b VLANT NETLAE Inside (IP Enabled) ([0... gr!ver \fjam_e gzsgip%.sys
E=3 Primary Adapters MVEr Yarsion o
B9 [00071] Brosdcom Mefireme Gigabit Eth... Driver Date 0142642007 |
‘ | _>I_I
BROADCOM. oK I Cancel Apply Help | [~ Enable Tray lcon
To wiew detailed information or to run & particular test on a selected adapter, click the appropriate tab, S

BACS will also create a new Windows networking adapter for VLAN 1. If the Windows
name is not the same name you provided in the BACS utility, rename the interface in
Windows so they match.

% Network Connections

File Edit “iew Favorites Tools Advanced Help | ;','

'LINEW Connection Wizard

1 Inside Physical Interface

L Broadcom MNekkTreme Gigabit Ethernet #2

EMETLAE Inside TeamYLAMN1 NETLAE Inside (IP Enabled)

BASP Virtual Adapter A

The VLAN 1 adapter is a logical sub-interface of the Inside Physical Interface. However,
this hierarchy is not reflected in the Windows Network Connections. Windows treats
VLAN interfaces as ordinary network adapters.
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Appendix E.3 VLAN Support for Broadcom Networking Adapters

This section is an alternative to the procedure described in section 5.2. The use of an
Intel Networking Adapter is strongly recommended.

On an Broadcom networking adapter, VLANs are created using the BACS application:
Start - All Programs - Broadcom - Broadcom Advanced Control Suite

Locate the Broadcom name for the Inside Physical Interface (as described in Appendix
E.2).

» Right click on the NETLAB Inside Team.
» Select Add VLAN.

"+, Broadcom Advanced Control Suite 2

File Wiew Tools Help

Mame |
=3 Metwork. Interfaces(5 ummary]
ﬁ [0002] Broadcaom Met<treme Gigahit E themet §2
o
Ela Wirtual Adapters Delete Teamn
- B Testylan 1 Sonfigure Team BASP Yittual Adapter #2]
é Test'LAM 1 BASP Wirtual Adapter #3]
é WLANT MET 03] BASF Yirtual Adapter)
=13 Primary fdapter
B [0001] Broadcom Met<treme Gigabit E thernet

add YLAN
Configure LiveLink.

BROADCOM. 2k, I Cancel Apply Help
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To create a VLAN:

» Enter the appropriate VLAN ID as per section 5.1.
» Enter a descriptive name(i.e. pod number and remote pc number) for the VLAN

Name field.
» Click Apply.

—WLAM 1D

Enter the WYLAM (D that will identify & LaM in pour 104
netwaork. [Range :0 - 4094)

™| Untagged LA

—wLaM Mame
Enter a name you will uze ta identify this WYLARN

I|Pud1_F-|:3_umN1 04 I

The VLAN you have added will now appear in the list of virtual adapters.

% Broadcom Advanced Control Suite 2

File Wiew Tools Help

i ame | |
=3 Metwark Interfaces(Summary]

ﬁ [0002] Broadcom Met<treme Gigabit Ethermet #2

=458 METLAE Inside Team

Yirtual Adapter #4]

P #2l
i TestWLAM 102 for METLAR Pod ([0074] BASP Wirtual Adapter #3)
i WLAMT METLAR Inside [IP Enabled] ([0003] BASP Yirtual Adapter)
== Primary sdapters

& B [0001] Broadeaom Metteme Gigabit Ethernet
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Appendix F Resolving Errors to the Configuration File

If you make an error while keying in a configuration parameter, it will result in an
erroneous entry in the configuration parameters of the virtual machine. Here, we show
an example of an incorrect entry in the configuration parameters (section 4.13).

Configuration Parameters

Modify or add configuration pararmeters as needed for experimental features
or as instructed by technical support, Saved entries cannot be removed,

MName Yalue
poieRootPort ;I
true
EhkgAAEIBCECCEBARAYsFARD
METLABE
5915

| true | J
hosted

true ;I

Use the following procedure to remove incorrect entries from the configuration file.
It may be necessary to remove the virtual machine from the inventory (without deleting
it from the disk), edit the VMX file and re-add, or restart the VMware Server services:

» Power down the VM.

» Remove the virtual machine from the inventory. Virtual Machine -> Remove
Virtual Machine. DO NOT CHECK the Delete this virtual machine's files from
the disk Option.

» Edit the VMX file as desired.

a. Open the VMware configuration file for the virtual machine in Notepad.
b. Delete the incorrect entry from the file.
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@ C:'\¥irtual Machines ' NETLAB_Server_3_¥M_2

File Edit ‘jew Faworites  Tools  Help | "
Falders X | | Name = |
51 () Virtual Machines = = METLAB Server 3 _W_2.vmdk
3 HETLAB Server 3 VM 2 [ NETLAB_Server_3_YM_2.vmsd
B MCTLAD LD UM (FIMETLAE Server 3 WM 2.wmsx
B NETLAB_Server_3_¥M_2.vmx - Notepad H=] EX
File Edit Format Yiew Help
scei0:0.writeThrough = "true” -
idel:0.present = "true" P
y [idel:0.tilemname = "D:"
= Hdel:0.deviceType = "atapi-cdrom"”
[ [idel: 0. allowsuestconnectionControl = "false"
= &) pmy [guestos = Twinnetstandard”
Jr uuid. Tocation = "36 4d 8a el 90 28 3cC 4e-04 o«
Fluuid.bios = "56 4d 8a e0d 90 28 3c 4e-04 SC Gl
D TR, uuid = "52 ac 3d f4 de 56 19 £7-04 d6 b4 4
Ettpl L] " "
- |Remotebisplay.vnc.enabled = "true
Type: Whwa [Remotebisplay. vnc. password = "NETLAB"
emotethisisanerror = "true ||
-
1| | Ll P

c. Save and close the configuration file.

» Re-add the VM. Virtual Machine - Add Virtual Machine to Inventory

» Verify the changes took place Configure VM - Advanced Tab - Configuration
Parameters. Look through the list of configuration parameters and verify the

three RemoteDisplay configuration parameters are present and that the
erroneous entry has been removed.

Configuration Parameters

Maodify ar add configuration pararneters as needed for experimental features
or as instructed by technical support. Saved entries cannot be removed,

Marme Yalue

poiBridge? wirtualDey poieRootPort ﬂ
BReroteDisplay.vnc.enabled true |

RemoteDisplay.wnc. ey EhkgaaEIBCECCBARAYSFARD

RemoteDisplay . vwnc.password METLAE
IRetheDisplay.vnc.pDrt 5913 I

virtualHwW productCormpatibility hosted J

vzl present true

wrware tools.installstate none j

When you are finished editing the file, take a new snapshot of your virtual machine (see

section 4.10).
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